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introduction to processes

1.1. terminology

pProcess

A process is compiled source code that is currently running on the system.

PID
All processes have aprocessid or PID.

PPID
Every process has a parent process (with a PPID). The child processis often started
by the parent process.

init
The init process always has process ID 1. The init process is started by the kernel
itself so technically it does not have a parent process. init serves as afoster parent
for orphaned processes.

Kill
When a process stops running, the process dies, when you want a processto die, you
kill it.

daemon
Processes that start at system startup and keep running forever are called daemon
processes or daemons. These daemons never die.

zombie

When a process is killed, but it still shows up on the system, then the process is
referred to as zombie. Y ou cannot kill zombies, because they are already dead.
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1.2. basic process management

$$ and $PPID

Some shell environment variables contain information about processes. The $$
variable will hold your current process 1D, and $PPID contains the parent PID.
Actually $$ is a shell parameter and not a variable, you cannot assign avalueto it.

Below we use echo to display the values of $$ and $PPID.

[ paul @RHEL4b ~]$ echo $$ $PPID
4224 4223

pidof
You can find al processid's by name using the pidof command.

root @ hel 53 ~# pidof mngetty
2819 2798 2797 2796 2795 2794

parent and child
Processes have a par ent-child relationship. Every process has a parent process.

When starting a new bash you can use echo to verify that the pid from beforeis the
ppid of the new shell. The child process from above is now the parent process.

[ paul @RHEL4b ~]$ bash
[ paul @GRHEL4b ~] $ echo $$ $PPI D
4812 4224

Typing exit will end the current process and brings us back to our original values
for $$ and $PPID.

[ paul @GRHEL4b ~] $ echo $$ $PPI D

4812 4224

[ paul @GRHEL4b ~]$ exit

exit

[ paul @GRHEL4b ~] $ echo $$ $PPID
4224 4223

[ paul @GRHEL4b ~] $
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fork and exec

exec

PS

A process starts another process in two phases. First the process creates a fork of
itself, an identical copy. Then the forked process executes an exec to replace the
forked process with the target child process.

[ paul @GRHEL4b ~]1$ echo $%

4224

[ paul @RHEL4b ~]$ bash

[ paul @GRHEL4b ~] $ echo $$ $PPID
5310 4224

[ paul @GRHEL4b ~] $

With the exec command, you can execute a process without forking a new process.
In the following screenshot aK orn shell (ksh) is started and is being replaced with a
bash shell using the exec command. The pid of the bash shell isthe same asthe pid
of the Korn shell. Exiting the child bash shell will get me back to the parent bash,
not to the Korn shell (which does not exist anymore).

[ paul @RHEL4b ~]$ echo $$

4224 # PID of bash

[ paul @RHEL4b ~]$ ksh

$ echo $$ $PPI D

5343 4224 # PID of ksh and bash
$ exec bash

[ paul @RHEL4b ~]$ echo $$ $PPID

5343 4224 # PID of bash and bash
[ paul @RHEL4b ~]$ exit

exit

[ paul @RHEL4b ~]$ echo $$

4224

One of the most common tools on Linux to look at processes is ps. The following
screenshot shows the parent child relationship between three bash processes.

[ paul @GRHEL4b ~] $ echo $$ $PPID
4224 4223

[ paul @RHEL4b ~]$ bash

[ paul @GRHEL4b ~] $ echo $$ $PPID
4866 4224

[ paul @RHEL4b ~]$ bash

[ paul @GRHEL4b ~] $ echo $$ $PPID

4884 4866
[ paul @GRHEL4b ~1$ ps fx
PID TTY STAT TI ME COMVAND
4223 ? S 0: 01 sshd: paul @ts/0
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4224 pts/O0 Ss 0: 00 \_ -bash
4866 pts/0 S 0: 00 \ _ bash
4884 pts/0 S 0: 00 \ _ bash
4902 pts/0 R+ 0: 00 \_ ps fx
[ paul GRHEL4b ~]$ exit
exit
[ paul @GRHEL4b ~1$ ps fx
PID TTY STAT Tl ME COMVAND
4223 ? S 0: 01 sshd: paul @ts/0
4224 pts/0 Ss 0: 00 \_ -bash
4866 pts/0 S 0: 00 \ _ bash
4903 pts/0 R+ 0: 00 \_ ps fx
[ paul @GRHEL4b ~]$ exit
exit
[ paul GRHEL4b ~]1$ ps fx
PID TTY STAT Tl ME COMVAND
4223 ? S 0: 01 sshd: paul @ts/0
4224 pts/0 Ss 0: 00 \_ -bash
4904 pts/0 R+ 0: 00 \_ ps fx

[ paul @GRHEL4b ~] $

On Linux, ps fax is often used. On Solaris ps -ef (which also works on Linux) is
common. Hereis apartial output from psfax.

[ paul @RHEL4a ~]1$ ps fax

PID TTY STAT TI ME COMVAND
17 S 0:00 init [5]
3713 ? Ss 0: 00 /usr/sbin/sshd
5042 ? Ss 0: 00 \_ sshd: paul [priv]
5044 ? S 0: 00 \_ sshd: paul @ts/1
5045 pts/1 Ss 0: 00 \ _ -bash
5077 pts/1 R+ 0: 00 \_ ps fax
pgrep
Similar to the ps-C, you can also use pgrep to search for a process by its command
name.

[ paul GRHEL5 ~]1$ sl eep 1000 &

[1] 32558

[ paul @GRHEL5 ~]$ pgrep sl eep

32558

[ paul GRHEL5 ~]$ ps -C sl eep
PID TTY TI ME CMVD

32558 pts/3 00: 00: 00 sl eep

Y ou can aso list the command name of the process with pgrep.

paul @ ai ka: ~$ pgrep -1 sleep
9661 sl eep
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top

Another popular tool on Linux istop. The top tool can order processes according to

cpu usage or other properties. You can also Kill processes from within top. Press h
inside top for help.

In case of trouble, top is often the first tool to fire up, since it aso provides you
memory and swap space information.
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1.3. signalling processes

Kill
The kill command will kill (or stop) a process. The screenshot shows how to use a
standard Kill to stop the process with pid 1942.
paul @buntu910: ~$ kill 1942
paul @ibunt u910: ~$
By using the kill we are sending asignal to the process.
list sighals

Running processes can receive signals from each other or from the users. You can
have alist of signals by typing kill -1, that isaletter |, not the number 1.

[ paul @RHEL4a ~]$ kill -1

1) Sl GHUP 2) SIGNT 3) SIGQUIT 4) SIGLL

5) SI GTRAP 6) SI GABRT 7) SI GBUS 8) SI GFPE

9) SIGKILL 10) Sl GUSRL 11) Sl GSEGV 12) Sl GUSR2

13) SIGPI PE 14) SI GALRM 15) SI GTERM 17) SI GCHLD
18) S| GCONT 19) S| GSTOP 20) SI GISTP 21) SIGTTIN
22) SI GITQU 23) SI GURG 24) S| GXCPU 25) S| GXFSZ
26) SIGVTALRM  27) S| GPROF 28) SIGANCH  29) SIGO

30) SI GPWR 31) SIGSYS 34) SIGRTMN  35) SIGRTM N+l

36) SIGRTM N+2 37) SIGRTM N+3 38) SIGRTM N+4  39) SI GRTM N+5
40) SIGRTM N+6 41) SI GRTM N+7 42) SIGRTM N+8 43) SI GRTM N+9
44) SI GRTM N+10 45) SI GRTM N+11 46) SI GRTM N+12 47) S| GRTM N+13
48) SI GRTM N+14 49) SI GRTM N+15 50) SI GRTMAX-14 51) S| GRTMAX- 13
52) SI GRTMAX-12 53) SI GRTMAX-11 54) S| GRTMAX-10 55) SI GRTMAX-9
56) SIGRTMAX-8 57) SIGRTMAX-7 58) SIGRTMAX-6 59) SIGRTMAX-5
60) SIGRTMAX-4 61) SIGRTMAX-3 62) SIGRTMAX-2 63) Sl GRTMAX-1
64) S| GRTMAX

[ paul @RHEL4a ~] $

kill -1 (SIGHUP)

It iscommon on Linux to usethefirst signal SIGHUP (or HUP or 1) to tell a process
that it should re-read its configuration file. Thus, the kill -1 1 command forces the
init process (init always runs with pid 1) to re-read its configuration file.

root @eb503: ~# kill -1 1
root @eb503: ~#

It is up to the developer of the process to decide whether the process can do this
running, or whether it needs to stop and start. It is up to the user to read the
documentation of the program.
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kill -15 (SIGTERM)

The SIGTERM signa is aso called a standard kill. Whenever kill is executed
without specifying the signal, akill -15 is assumed.

Both commands in the screenshot below are identical.

paul @buntu910: ~$ kill 1942
paul @buntu910: ~$ kill -15 1942

kill -9 (SIGKILL)

Killall

pkill

top

The SIGKILL isdifferent from most other signalsin that it is not being sent to the
process, but to the Linux kernel. A kill -9isaso called asurekill. The kernel will
shoot down the process. Asadevel oper you have no meansto intercept akill -9 signal.

root@hel 53 ~# kill -9 3342

Thekillall command will also default to sending asignal 15 to the processes.

This command and its SysV counterpart killall5 can by used when shutting down
the system. This screenshot shows how Red Hat Enterprise Linux 5.3 uses killall5
when halting the system.

root @hel 53 ~# grep killall /etc/init.d/halt
action $"Sending all processes the TERMsignal..." /sbin/killall5 -15
action $"Sending all processes the KILL signal..." /sbin/killall5 -9

Y ou can use the pkill command to kill a process by its command name.

[ paul GRHEL5 ~]$ sl eep 1000 &

[1] 30203

[ paul GRHEL5 ~]$ pkill sleep

[1]+ Termi nated sl eep 1000
[ paul @GRHEL5 ~] $

Inside top the k key allows you to select asignal and pid to kill. Below is a partial
screenshot of the line just below the summary in top after pressing k.




introduction to processes

PIDto kill: 1932

Kill PID 1932 with signal [15]: 9

SIGSTOP and SIGCONT

A running process can be suspended when it receivesaSIGSTOP signal. Thisisthe
same askill -19 on Linux, but might have a different number in other Unix systems.

A suspended process does not use any cpu cycles, but it staysin memory and can be
re-animated with aSIGCONT signal (kill -18 on Linux).

Both signals will be used in the section about background processes.

10
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1.4. practice : basic process management

1. Use psto search for the init process by name.
2. What isthe processid of theinit process ?
3. Usethewho am i command to determine your terminal name.

4. Using your terminal name from above, use psto find all processes associated with
your terminal.

5. What isthe processid of your shell ?

6. What is the parent processid of your shell ?

7. Start two instances of the sleep 3342 in background.

8. Locate the processid of all sleep commands.

9. Display only those two sleep processesin top. Then quit top.
10. Use astandard Kill to kill one of the sleep processes.

11. Use one command to kill all sleep processes.

11
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1.5. solution : basic process management

1. Use psto search for theinit process by name.

root @hel 53 ~# ps -Cinit
PID TTY TI ME CMD
172 00:00:04 init

2. What isthe processid of theinit process ?

1

3. Usethewho am i command to determine your terminal name.

root @ hel 53 ~# who amii
paul pts/ 0 2010- 04-12 17: 44 (192.168. 1. 38)

4. Using your terminal name from above, use psto find all processes associated with

your terminal.

oot @hel 53 ~# ps fax | grep pts/O
S :

2941 ? 0: 00 \ _ sshd: paul @ts/0

2942 pts/0 Ss 0: 00 \ _ -bash

2972 pts/O0 S 0: 00 \_ su -

2973 pts/0 S 0: 00 \ _ -bash

3808 pts/0 R+ 0: 00 \_ ps fax
3809 pts/0 R+ 0: 00 \_grep pts/0
or aso

root @hel 53 ~# ps -ef | grep pts/O0

paul 2941 2939 0 17:44 ? 00: 00: 00 sshd: paul @ts/0
paul 2942 2941 0 17:44 pts/O 00: 00: 00 -bash

r oot 2972 2942 0 17:45 pts/O 00: 00: 00 su -

r oot 2973 2972 0 17:45 pts/O 00: 00: 00 -bash

r oot 3816 2973 0 21:25 pts/O 00: 00: 00 ps -ef

r oot 3817 2973 0 21:25 pts/O 00: 00: 00 grep pts/0

5. What isthe processid of your shell ?

2973 in the screenshot above, probably different for you
echo $$ should display same number as the one you found

6. What is the parent processid of your shell ?

2972 in the screenshot above, probably different for you

in this example the PPID isfrom the su - command, but when inside gnome then for

example gnome-terminal can be the parent process

7. Start two instances of the slegp 3342 in background.

12
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sl eep 3342 &
sleep 3342 &

8. Locate the processid of all sleep commands.

pi dof sl eep

9. Display only those two sleep processesin top. Then quit top.
top -p pidx,pidy (replace pidx pidy with the actual numbers)
10. Use astandard kill to kill one of the sleep processes.

kill pidx

11. Use one command to kill all sleep processes.

pkill sleep

13



Chapter 2. process priorities

Table of Contents

2.1. priority @and NICE VAIUES .........ccceveeieiiesiee ettt
2.2. PractiCe : ProCesS PriONTIES .....cccveieieereeiie e seeseeeeesteeeesee e esseeae e eeesneesees
2.3. SOlULION : PrOCESS PrIOMTIES ..vveuveeeeeieeie et e e

14



process priorities

2.1. priority and nice values

introduction

All processes have a priority and a nice value. Higher priority processes will get
more cpu time than lower priority processes. Y ou can influence this with the nice
and r enice commands.

pipes (mkfifo)

Processes can communicate with each other via pipes. These pipes can be created
with the mkfifo command.

The screenshots shows the creation of four distinct pipes (in a new directory).

paul @bunt u910: ~$ nkdir procs

paul @buntu910: ~$ cd procs/

paul @bunt u910: ~/ procs$ nkfifo pi pe33a pi pe33b pi ped42a pi ped2b
paul @bunt u910: ~/ procs$ Is -I

total 0O

prwr--r-- 1 paul paul 0 2010-04-12 13:21 pipe33a

prwr--r-- 1 paul paul 0 2010-04-12 13:21 pipe33b

prwr--r-- 1 paul paul 0 2010-04-12 13:21 piped2a

prwr--r-- 1 paul paul 0 2010-04-12 13:21 pi pe42b

paul @bunt u910: ~/ procs$

some fun with cat

To demonstrate the use of the top and renice commands we will make the cat
command use the previously created pipesto generate afull load on the cpu.

The cat is copied with a distinct name to the current directory. (This enables us to
easily recognize the processes within top. Y ou could do the same exercise without
copying the cat command, but using different users. Or you could just ook at the pid
of each process.)

paul @bunt u910: ~/ procs$ cp /bin/cat proj33

paul @bunt u910: ~/ procs$ cp /bin/cat proj42

paul @bunt u910: ~/ procs$ echo -n x | ./proj33 - pipe33a > pipe33b &
[1] 1670

paul @bunt u910: ~/ procs$ ./ proj 33 <pi pe33b >pi pe33a &

[2] 1671

paul @bunt u910: ~/ procs$ echo -n z | ./proj42 - piped42a > piped2b &
[3] 1673

paul @bunt u910: ~/ procs$ ./ proj 42 <pi ped2b >piped2a &

[4] 1674

The commands you see above will create two pr 0j 33 processes that use cat to bounce
the x character between pipe33a and pipe33b. And ditto for the z character and
proj42.

15
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top

top -p

Just running top without options or arguments will display all processes and an
overview of innformation. The top of the top screen might look something like this.

top - 13:59:29 up 48 nmin, 4 users, l|oad average: 1.06, 0.25, 0.14
Tasks: 139 total, 3 running, 136 sl eeping, 0 stopped, 0 zonbie
Cpu(s): 0.3%s, 99.7%y, 0.0%i, 0.0%d, 0.0%wa, 0.0%i, 0.0%i, O0.0%t
Mem 509352k total, 460040k used, 49312k free, 66752k buffers
Swap: 746980k total, Ok used, 746980k free, 247324k cached

Notice the cpu idle time (0.0%id) is zero. This is because our cat processes are
consuming the whole cpu. Results can vary on systemswith four or more cpu cor es.

Thetop -p 1670,1671,1673,1674 screenshot below shows four processes, all of then
using approximately 25 percent of the cpu.

paul @buntu910: ~$ top -p 1670, 1671, 1673, 1674

VIRT RES SHR S %CPU %VEM TI ME+ COMVAND
2972 616 524 S 26.6 0.1 0:11.92 proj42
2972 616 524 R25.0 0.1 0: 23. 16 proj 33
2972 616 524 S 24.6 0.1 0: 23. 07 proj 33
2972 620 524 R23.0 0.1 0:11. 48 proj42

Pl D USER PR N
1674 paul 20
1670 paul 20
1671 paul 20
1673 paul 20

[eNeNoNo]

All four processes have an equal priority (PR), and are battling for cpu time. On
some systemsthe Linux kernel might attribute slightly varying priority values, but
the result will still be four processes fighting for cpu time.

renice

Since the processes are already running, we need to use the renice command to
change their nice value (NI).

The screenshot shows how to use renice on both the proj 33 processes.

paul @bunt u910: ~$ renice +8 1670
1670: old priority 0, new priority 8
paul @bunt u910: ~$ renice +8 1671
1671: old priority 0, new priority 8

Normal users can attribute a nice value from zero to 20 to processes they own. Only
theroot user can use negative nice values. Be very careful with negative nice values,
since they can make it impossible to use the keyboard or ssh to a system.

16
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impact of nice values

nice

The impact of a nice value on running processes can vary. The screenshot below
shows the result of our renice +8 command. Look at the % CPU values.

Pl D USER PR
1674 paul 20
1673 paul 20
1671 paul 28
1670 paul 28

0 oo~

VI RT
2972
2972
2972
2972

RES
616
620
616
616

SHR S %CPU %UVEM
524 S 46.6 0.1
524 R42.6 0.1
524 S 5.7 0.1
524 R 4.7 0.1

TI ME+ COMVAND
0: 22. 37 proj42
0: 21. 65 proj 42
0: 29. 65 proj 33
0: 29. 82 proj 33

Important to remember is to always make less important processes nice to more
important processes. Using negative nice values can have a serere impact on a

system's usability.

The nice works identical to the renice but it is used when starting a command.

The screenshot shows how to start a script with anice value of five.

paul @bunt u910: ~$ nice -5 ./backup. sh

17
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2.2. practice : process priorities

1. Create a new directory and create six pipesin that directory.
2. Bounce a character between two pipes.

3. Use top and ps to display information (pid, ppid, priority, nice value, ...) about
these two cat processes.

4. Bounce another character between two other pipes, but this time start the
commands nice. Verify that all cat processes are battling for the cpu. (Feel free to
fire up two more cats with the remaining pipes).

5. Use psto verify that the two new cat processes have a nice value. Use the -0 and
-C options of psfor this.

6. Use renice te increase the nice value from 10 to 15. Notice the difference with
the usual commands.

18
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2.3. solution : process priorities

1. Create anew directory and create six pipesin that directory.

[ paul @ hel 53 ~]1$ nkdir pipes ; cd pipes
[ paul @ hel 53 pipes]$ nkfifo pl p2 p3 p4 p5 pb6
[ paul @ hel 53 pipes]$ Is -1

total O

prwrwr-- 1 paul paul O Apr 12 22:15 pl
prwrwr-- 1 paul paul 0O Apr 12 22:15 p2
prwrwr-- 1 paul paul O Apr 12 22:15 p3
prwrwr-- 1 paul paul O Apr 12 22:15 p4
prwrwr-- 1 paul paul O Apr 12 22:15 p5
prwrwr-- 1 paul paul O Apr 12 22:15 p6

2. Bounce a character between two pipes.

[ paul @ hel 53 pipes]$ echo -n x | cat - pl > p2 &
[1] 4013

[ paul @ hel 53 pipes]$ cat <p2 >pl &

[2] 4016

3. Use top and ps to display information (pid, ppid, priority, nice value, ...) about
these two cat processes.

top (probably the top two |ines)

[ paul @ hel 53 pipes]$ ps -C cat
PID TTY TI ME CMD

4013 pts/0 00: 03: 38 cat

4016 pts/0 00: 01: 07 cat

[ paul @ hel 53 pipes]$ ps fax | grep cat

4013 pts/0 R 4: 00 | \ _cat - pl
4016 pts/0 S 1:13 | \ _ cat

4044 pts/0 S+ 0: 00 | \_grep cat

4. Bounce another character between two other pipes, but this time start the
commands nice. Verify that al cat processes are battling for the cpu. (Feel free to
fire up two more cats with the remaining pipes).

echo -ny | nice cat - p3 > p4 &
nice cat <p4 >p3 &

5. Use psto verify that the two new cat processes have a nice value. Use the -o and
-C options of psfor this.

[ paul @ hel 53 pipes]$ ps -C cat -o pid,ppid,pri,ni,comm
PID PPID PRI N COVVAND

4013 3947 14 O cat

4016 3947 21 O cat

4025 3947 13 10 cat

4026 3947 13 10 cat

6. Use renice te increase the nice value from 10 to 15. Notice the difference with
the usual commands.

[ paul @ hel 53 pi pes]$ renice +15 4025
4025: old priority 10, new priority 15
[ paul @ hel 53 pi pes]$ renice +15 4026
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4026: old priority 10, new priority 15

[ paul @ hel 53 pipes]$ ps -C cat -o pid, ppid,pri,ni,comm
PID PPID PRI N COVVAND
4013 3947 14 O cat
4016 3947 21 0O cat
4025 3947 9 15 cat
4026 3947 8 15 cat
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3.1. background processes

jobs
Stuff that runs in background of your current shell can be displayed with the jobs
command. By default you will not have any jobs running in background.
root @ hel 53 ~# j obs
root @ hel 53 ~#
Thisjobs command will be used several timesin this section.
control-Z

Some processes can be suspended with the Ctrl-Z key combination. This sends
a SIGSTOP signa to the Linux kernel, effectively freezing the operation of the
process.

When doing thisin vi(m), then vi(m) goesto the background. The background vi(m)
can be seen with the jobs command.

[ paul @RHEL4a ~]$ vi procdeno. t xt

[5]+ Stopped vi m procdeno. t xt
[ paul @GRHEL4a ~] $ j obs
[5]+ Stopped Vi m procdeno. t xt

& ampersand

Processes that are started in background using the & character at the end of the
command line are also visible with the jobs command.

[ paul @RHEL4a ~]$ find / > allfiles.txt 2> /dev/null &
[6] 5230

[ paul @RHEL4a ~]$ j obs
[5]+ Stopped Vi m procdeno. t xt
[6] - Running find / >allfiles.txt 2>/dev/null &

[ paul @RHEL4a ~] $

jobs -p

An interesting option is jobs -p to see the processid of background processes.

[ paul @GRHEL4b ~]1$ sl eep 500 &
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[1] 4902

[ paul GRHEL4b ~]1$ sl eep 400 &

[2] 4903

[ paul GRHEL4b ~]1$ jobs -p

4902

4903

[ paul @GRHEL4b ~]1$ ps “jobs -p°

PID TTY STAT TI ME COVVAND

4902 pts/0 S 0: 00 sl eep 500
4903 pts/0 S 0: 00 sl eep 400

[ paul @GRHEL4b ~] $

Running the fg command will bring abackground job to the foreground. The number
of the background job to bring forward is the parameter of fg.

[ paul @GRHEL5 ~]1$ j obs

[1] Runni ng sl eep 1000 &
[2]- Running sl eep 1000 &
[3]+ Running sl eep 2000 &
[ paul GRHEL5 ~]$ fg 3

sl eep 2000

Jobs that are suspended in background can be started in background with bg. The
bg will send a SIGCONT signal.

Below an example of the sleep command (suspended with Ctrl-Z) being reactivated
in background with bg.

[ paul @GRHEL5 ~] $ j obs

[ paul GRHEL5 ~]$ sl eep 5000 &
[1] 6702

[ paul @GRHEL5 ~] $ sl eep 3000

[2] + Stopped sl eep 3000

[ paul @GRHEL5 ~] $ | obs

[1]- Running sl eep 5000 &
[2] + Stopped sl eep 3000

[ paul GRHEL5 ~]$ bg 2

[2] + sl eep 3000 &

[ paul @GRHEL5 ~] $ | obs

[1]- Running sl eep 5000 &
[2] + Running sl eep 3000 &
[ paul GRHELS ~] $
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3.2. practice : background processes

1. Use the jobs command to verify whether you have any processes running in
background.

2. Usevi to create alittle text file. Suspend vi in background.
3. Verify with jobs that vi is suspended in background.

4. Start find / > allfiles.txt 2>/dev/null in foreground. Suspend it in background
before it finishes.

5. Start two long sleep processes in background.

6. Display all jobsin background.

7. Use the kill command to suspend the last sleep process.

8. Continue the find process in background (make sure it runs again).
9. Put one of the sleep commands back in foreground.

10. (if time permits, ageneral review question...) Explainin detail where the numbers
come from in the next screenshot. When are the variables replaced by their value ?
By which shell ?

[ paul @RHEL4b ~]$ echo $$ $PPID

4224 4223

[ paul @RHEL4b ~]$ bash -c¢ "echo $$ $PPI D'
4224 4223

[ paul @RHEL4b ~]$ bash -c 'echo $$ $PPI D
5059 4224

[ paul @RHEL4b ~]$ bash -c “echo $$ $PPI D
4223: 4224: command not found
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3.3. solution : background processes

1. Use the jobs command to verify whether you have any processes running in
background.

jobs (maybe the catfun is still running?)

2. Usevi to create alittle text file. Suspend vi in background.

vi text.txt
(inside vi press ctrl-2z)

3. Verify with jobsthat vi is suspended in background.

[ paul @ hel 53 ~]$ j obs
[1]+ Stopped vimtext.txt

4. Start find / > allfiles.txt 2>/dev/null in foreground. Suspend it in background
before it finishes.

[paul @hel 53 ~]$ find / > allfiles.txt 2>/ dev/null
(press ctrl-2z)
[2]+ Stopped find / > allfiles.txt 2> /dev/null

5. Start two long sleep processes in background.

sl eep 4000 & ; sleep 5000 &

6. Display all jobsin background.

[ paul @ hel 53 ~]$ j obs

[1]- Stopped vimtext.txt
[2]+ Stopped find / > allfiles.txt 2> /dev/null
[3] Runni ng sl eep 4000 &
[ 4] Runni ng sl eep 5000 &

7. Use the kill command to suspend the last sleep process.

[ paul @hel 53 ~1$ kill -SIGSTOP 4519

[ paul @ hel 53 ~]$ jobs

[1] St opped vimtext.txt

[2]- Stopped find / > allfiles.txt 2> /dev/null
[3] Runni ng sl eep 4000 &

[4]+ Stopped sl eep 5000

8. Continue the find process in background (make sure it runs again).
bg 2 (verify the job-id in your jobs list)

9. Put one of the sleep commands back in foreground.

fg 3 (again verify your job-id)

10. (if time permits, ageneral review question...) Explainin detail where the numbers
come from in the next screenshot. When are the variables replaced by their value ?
By which shell ?
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[ paul @GRHEL4b ~] $ echo $$ $PPI D

4224 4223
[ paul @GRHEL4b ~] $ bash -c "echo $$ $PPI D'
4224 4223
[ paul @GRHEL4b ~] $ bash -c 'echo $$ $PPI D
5059 4224

[ paul @GRHEL4b ~] $ bash -c “echo $$ $PPI D
4223: 4224: conmand not found

The current bash shell will replace the $$ and $PPID while scanning the line, and
before executing the echo command.

[ paul @RHEL4b ~]$ echo $$ $PPID
4224 4223

The variables are now double quoted, but the current bash shell will replace $$ and
$PPID while scanning the line, and before executing the bach -c command.

[ paul @GRHEL4b ~] $ bash -c "echo $$ $PPI D'
4224 4223

The variables are now single quoted. The current bash shell will not replace the $$
and the $PPID. The bash -c command will be executed before the variables replaced
with their value. This latter bash is the one replacing the $$ and $PPID with their
value.

[ paul @GRHEL4b ~]$ bash -c 'echo $$ $PPI D
5059 4224

With backticks the shell will still replace both variable before the embedded echo is
executed. Theresult of thisecho isthetwo processid's. These are given ascommands
to bash -c. But two numbers are not commands!

[ paul @RHEL4b ~] $ bash -c “echo $$ $PPI D
4223: 4224: conmand not found
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Chapter 4. disk devices
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This chapter teaches you how to locate and recognise hard disk devices. This
prepares you for the next chapter, where we put partitions on these devices.
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4.1. terminology

platter, head, track, cylinder, sector

Dataiscommonly stored on magnetic or optical disk platters. Theplattersarerotated
(at high speeds). Data is read by heads, which are very close to the surface of the
platter, without touching it! The heads are mounted on an arm (sometimes called a
comb or afork).

Data is written in concentric circles called tracks. Track zero is (usually) on the
outside. The time it takes to position the head over a certain track is called the seek
time. Often the platters are stacked on top of each other, hence the set of tracks
accessible at a certain position of the comb formsacylinder. Tracks are divided into
512 byte sectors, with more unused space (gap) between the sectors on the outside
of the platter.

When you break down the advertised access time of a hard drive, you will notice
that most of that timeistaken by movement of the heads (about 65%) and r otational
latency (about 30%).

block device

Random access hard disk devices have an abstraction layer called block device to
enable formatting in fixed-size (usually 512 bytes) blocks. Blocks can be accessed
independent of access to other blocks. A block device has the letter b to denote the
file typein the output of Is-I.

[root @RHEL4b ~]# |s -1 /dev/sda*

brwrw--- 1 root disk 8 0 Aug 4 22:55 /dev/sda
brwrw--- 1 root disk 8 1 Aug 4 22:55 /dev/sdal
brwrw--- 1 root disk 8 2 Aug 4 22:55 /dev/sda2

[ root @RHEL4b ~]#

Note that a character device is a constant stream of characters, being denoted by a
cinls-l.

Note also that the | SO 9660 standard for cdrom uses a 2048 byte block size.

Old hard disks (and floppy disks) use cylinder-head-sector addressing to access a
sector on the disk. Most current disks use L BA (L ogical Block Addressing).

ide or scsi

Actualy, the title should be ata or scsi, since ide is an ata compatible device. Most
desktops use ata devices, most servers use scsi.
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ata

ScsSi

An ata controller alows two devices per bus, one master and one save. Unless
your controller and devices support cable select, you have to set this manually with
jumpers.

With the introduction of sata (seria ata), the original ata was renamed to parallel
ata. Optical drives often use atapi, which is an ATA interface using the SCSI
communication protocol.

A scsi controller allows more than two devices. When using SCSI (small computer
system interface), each device gets a unique scsl id. The scsl controller also needs
ascs id, do not use thisid for a scsi-attached device.

Older 8-bit SCSI is now caled narrow, whereas 16-bit is wide. When the bus
speeds was doubled to 10Mhz, this was known as fast SCSI. Doubling to 20Mhz
madeit ultra SCSI. Take alook at http://en.wikipedia.org/wiki/SCSI for more SCSI
standards.
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4.2. device naming

ata (ide) device naming

All ata drives on your system will start with /dev/hd followed by a unit letter. The
master hdd onthefirst atacontroller is/dev/hda, theslaveis/dev/hdb. For the second
controller, the names of the devices are /dev/hdc and /dev/hdd.

Table4.1. ide device naming

controller connection device name
) master /dev/hda
ide0
dave /dev/hdb
] master /dev/hdc
idel
dave /dev/hdd

It is possible to have only /dev/hda and /dev/hdd. The first one is a single ata hard
disk, the second one is the cdrom (by default configured as slave).

scsi device naming

scsi drives follow a similar scheme, but all start with /dev/sd. When you run out of
letters (after /dev/sdz), you can continue with /dev/sdaa and /dev/sdab and so on. (We
will see later on that lvm volumes are commonly seen as/dev/md0, /dev/md1l etc.)

Below a sample of how scsi devices on alinux can be named. Adding ascsi disk or
raid controller with alower scsi addresswill change the naming scheme (shifting the
higher scsi addresses one |etter further in the al phabet).

Table 4.2. scsi device naming

device scsiid device name

disk 0 0 /dev/sda

disk 1 1 /dev/sdb
raid controller O 5 /dev/sdc
raid controller 1 6 /dev/sdd
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4.3. discovering disk devices

/sbin/fdisk

You can start by using /sbin/fdisk to find out what kind of disks are seen by the
kernel. Below the result on Debian, with two ata-ide disks present.

root @arry: ~# fdisk -1 | grep D sk
Di sk /dev/ hda: 60.0 GB, 60022480896 bytes
Di sk /dev/ hdb: 81.9 GB, 81964302336 bytes

And here an example of sata disks on a laptop with Ubuntu. Remember that sata
disks are presented to you with the scsi /dev/sdx notation.

root @ai ka: ~# fdisk -1 | grep D sk
Di sk /dev/sda: 100.0 GB, 100030242816 bytes
Di sk /dev/sdb: 100.0 GB, 100030242816 bytes

Here is an overview of disks on a RHEL4u3 server with two real 72GB scsi disks.
Thisserver isattached to aNAS with four NAS disks of half aterabyte. Onthe NAS
disks, four LVM (/dev/mdx) software RAID devices are configured.

[root@svtl1l ~]# fdisk -1 | grep Disk

Di sk /dev/sda: 73.4 GB, 73407488000 bytes

Di sk /dev/sdb: 73.4 GB, 73407488000 bytes

Di sk /dev/sdc: 499.0 GB, 499036192768 bytes
Di sk /dev/sdd: 499.0 GB, 499036192768 bytes
Di sk /dev/sde: 499.0 GB, 499036192768 bytes
Di sk /dev/sdf: 499.0 GB, 499036192768 bytes
Di sk /dev/nd0: 271 MB, 271319040 bytes

Di sk /dev/nd2: 21.4 GB, 21476081664 bytes

Di sk /dev/nd3: 21.4 GB, 21467889664 bytes

Di sk /dev/ndl: 21.4 GB, 21476081664 bytes

Y ou can also use fdisk to obtain information about one specific hard disk device.

[root@hel 4 ~]# fdisk -1 /dev/sda

Di sk /dev/sda: 12.8 GB, 12884901888 bytes
255 heads, 63 sectors/track, 1566 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Devi ce Boot Start End Bl ocks ld System
/ dev/ sdal * 1 13 104391 83 Linux
/ dev/ sda2 14 1566 12474472+ 8e Linux LWM

Later we will use fdisk to do dangerous stuff like creating and deleting partitions.
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/bin/dmesg

Kernel boot messages can be seen after boot with dmesg. Since hard disk devices
are detected by the kernel during boot, you can also use dmesg to find information
about disk devices.

root @arry: ~# dmesg | grep "[hs]d[a-z]"
Kernel command |ine: root=/dev/hdal ro
i de0: BM DMA at Oxfc00-0xfcO07, BIOS settings: hda: DMA, hdb: DVA
idel: BM DVA at Oxfc08-0xfcOf, BIOS settings: hdc: DVA, hdd: DVA
hda: ST360021A, ATA DI SK drive
hdb: Maxtor 6Y080L0O, ATA DI SK drive
hdc: SONY DVD RW DRU-510A, ATAPI CD/ DVD- ROM dri ve
hdd: SONY DVD RW DRU- 810A, ATAPI CD/ DVD- ROM dri ve
hda: max request size: 128Ki B
hda: 117231408 sectors (60022 MB) w 2048Ki B Cache, CHS=65535/16/ 63, UDVA
hda: hdal hda2
hdb: max request size: 128Ki B
hdb: 160086528 sectors (81964 MB) w 2048Ki B Cache, CHS=65535/16/ 63, UDVA
hdb: hdbl hdb2
hdc: ATAPI 32X DVD-ROM DVD-R CD- R/ RWdrive, 8192kB Cache, UDWVA(33)
hdd: ATAPI 40X DVD- ROM DVD-R CD- R/ RWdrive, 2048kB Cache, UDWVA(33)

Here's another example of dmesg (same computer as above, but with extra 200gb
disk now).

paul @arry: ~$ dmesg | grep -i "ata disk"

[ 2.624149] hda: ST360021A, ATA DI SK drive

[ 2.904150] hdb: Maxtor 6Y080LO, ATA DI SK drive

[ 3.472148] hdd: WDC WD2000BB- 98DWAO, ATA DI SK drive

Third and last example of dmesg running on RHELS5.3.

root @ hel 53 ~# dnesg | grep -i "scsi disk"
sd 0:0:2:0: Attached scsi disk sda
sd 0:0:3:0: Attached scsi disk sdb
sd 0:0:6:0: Attached scsi disk sdc

/sbin/Ishw

The Ishw tool will list hardware. With the right options Ishw can show a lot of
information about disks (and partitions).

Below atruncated screenshot on Debian 5:

root @ebi an5: ~# aptitude search | shw

p | shw - information about hardware configuration
p | shw gt k - information about hardware configuration
root @ebi an5: ~# aptitude install |shw

r oot @lebi an5: ~# | shw -cl ass vol une
*-vol une: 0
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description: EXT3 vol une

vendor: Li nux

physical id: 1

bus info: ide@.O0,1

| ogi cal nane: /dev/hdal

| ogi cal nane: /

version: 1.0

serial: f327ca8a-8187-48c5-b760-956ec79d414b

size: 19G B

capacity: 19G B

capabilities: primary bootable journal ed extended_attributes |ar\
ge_files huge_files recover ext3 ext2 initialized

configuration: created=2009-10-28 12:02:35 filesystenrext3 ...

Below a screenshot of Ishw running Ubuntu 10.10 on a macbook pro:

root @ibul010: ~# | shw -cl ass vol une
*-vol urme: 0 UNCLAI MED
description: EFlI GPT partition
physical id: 1
bus info: scsi@:0.0.0,1
capacity: 2047Ki B
capabilities: primary nofs
*-vol ume: 1
description: EXT4 vol une
vendor: Li nux
physical id: 2
bus info: scsi@:0.0.0,2
| ogi cal nane: /dev/sda2
| ogi cal nane: /
version: 1.0
serial: 101eb20f - 3e25-4900- b988- 4622c0ee4f f 5
size: 142G B
capacity: 142G B

/sbin/lsscsi

The /sbin/lsscsi will give you a nice readable output of all scsi (and scsi emulated
devices). Thisfirst screenshot showsIsscsi on a SPARC system.

root @haka: ~# | sscs

[0:0:0:0] di sk Adaptec RAI D5 V1.0 /dev/sda
[1:0:0:0] di sk SEAGATE ST336605FSUN36G 0438 /dev/sdb
root @haka: ~#

Here is the same command, but run on a laptop with scsi emulated dvd writer and
scsi emulated usb.

paul @ ai ka: ~$ | sscs

I
[0:0:0:0] di sk ATA HTS721010@SA00 MCZO /dev/sda
[1:0:0:0] di sk ATA HTS721010@&SA00 MCZO /dev/sdb
[3:0:0:0] cd/dvd _NEC DVD_RW ND- 7551A 1-02 /dev/scdO
[4:0:0:0] di sk GENERI C USB Storage-CFC 019A /dev/sdc
[4:0:0:1] di sk GENERI C USB Storage-SDC 019A /dev/sdd
[4:0:0: 2] di sk GENERI C USB Storage-SMC 019A /dev/sde
[4:0:0: 3] di sk GENERI C USB Storage-MsSC 019A /dev/ sdf
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/proc/scsi/scsi

Another way to locate scsi devicesisviathe /proc/scsi/scsi file.

root @haka: ~# cat /proc/scsi/scsi
Att ached devi ces:
Host: scsi O Channel: 00 Id: 00 Lun: 00

Vendor: Adaptec Mddel: RAID5 Rev: V1.0

Type: Di rect - Access ANSI SCSI revision: 02
Host: scsil Channel: 00 Id: 00 Lun: 00

Vendor: SEAGATE Model: ST336605FSUN36G Rev: 0438

Type: Di rect - Access ANSI SCSI revision: 03
root @haka: ~#

/sbin/scsi_info and /sbin/scsiinfo

Thereisaso ascsi_info command, but thisis not always installed by default.

r oot @haka: ~# scsi _info /dev/sdb
ScsI _Ib="0, 0, 0"

HosT="1"
MODEL=" SEAGATE ST336605FSUN36G'
FW REV="0438"

root @haka: ~#

Another simple tool is scsiinfo which is a part of scsitools (also not installed by
default).

r oot @lebi an5: ~# scsiinfo -1
/ dev/ sda /dev/sdb /dev/sdc
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4.4. erasing a hard disk

Before selling your old hard disk on theinternet, it might beagood ideato eraseit. By
simply repartitioning, by using the Microsoft Windows format utility, or even after
an mkfs command, some people will still be able to read most of the data on the disk.

Although technically the /sbin/badblocks tool is meant to look for bad blocks, you
can useit to completely erase all datafrom adisk. Sincethisisreally writing to every
sector of the disk, it can take along time!

root @RHELv4u2: ~# badbl ocks -ws /dev/sdb
Testing with pattern Oxaa: done

Readi ng and conparing: done

Testing with pattern 0x55: done

Readi ng and conparing: done

Testing with pattern Oxff: done

Readi ng and conparing: done

Testing with pattern 0x00: done

Readi ng and conparing: done
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4.5. advanced hard disk settings

Tweaking of hard disk settings (dma, gap, ...) are not covered in this course. Several
tools exists, hdparm and sdparm are two of them.

/sbin/hdparm can be used to display or set information and parameters about an
ATA (or SATA) hard disk device. The -i and -l options will give you even more
information about the physical properties of the device.

root @ ai ka: ~# hdparm / dev/ sdb

/ dev/ sdb:
| O_support = 0 (default 16-bit)
readonl y = 0 (off)
r eadahead = 256 (on)
geonetry = 12161/ 255/ 63, sectors = 195371568, start = 0

Below hdpar m info about a 200GB IDE disk.

root @arry: ~# hdparm / dev/ hdd

/ dev/ hdd:

mul t count = 0 (off)

| O_support = 0 (default)

unnmaski r g = 0 (off)

usi ng_dna = 1 (on)

keepsettings = 0 (off)

readonl y = 0 (off)

r eadahead = 256 (on)

geonetry = 24321/ 255/ 63, sectors = 390721968, start =0

Here a screenshot of sdparm on Ubuntu 10.10.
root @bul010: ~# aptitude install sdparm
root @bul010: ~# sdparm /dev/sda | head -1

/ dev/ sda: ATA FUJI TSU MJA2160B 0081
root @bul010: ~# man sdparm

Use hdparm and sdparm with care.
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4.6. practice: hard disk devices

About thislab: To practice working with hard disks, you will need some hard disks.
When there are no physical hard disk available, you can use virtual disksinvmware
or VirtualBox. The teacher will help you in attaching a couple of ATA and/or SCSI
disks to a virtual machine. The results of this lab can be used in the next three labs
(partitions, file systems, mounting). It is adviced to attach at least one ide and three
equally sized scsi disks to the virtual machine.

1. Use dmesg to make alist of hard disk devices detected at boot-up.
2. Usefdisk to find the total size of al hard disk devices on your system.

3. Stop avirtual machine, add three virtual 1 gigabyte scsi hard disk devices and one
virtual 400 megabyte ide hard disk device. If possible, aso add another virtual 400
megabyte ide disk.

4. Use dmesg to verify that all the new disks are properly detected at boot-up.
5. Verify that you can see the disk devicesin /dev.

6. Use fdisk (with grep and /dev/null) to display the total size of the new disks.
7. Use badblocks to completely erase one of the smaller hard disks.

8. Look at /proc/scsi/scsi.

9. If possible, install Isscsi, Ishw and use them to list the disks.
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4.7. solution: hard disk devices

1. Use dmesg to make alist of hard disk devices detected at boot-up.

Sone possi bl e answers. ..

dmesg | grep -i disk

Looki ng for ATA disks: dnmesg | grep hd[abcd]
Looki ng for ATA disks: dmesg | grep -i "ata disk"
Looki ng for SCSI disks: dnesg | grep sd[a-f]

Looki ng for SCSI disks: dnesg | grep -i "scsi disk"

2. Usefdisk to find the total size of al hard disk devices on your system.

fdisk -1

3. Stop avirtual machine, add three virtual 1 gigabyte scsi hard disk devices and one
virtual 400 megabyte ide hard disk device. If possible, a'so add another virtual 400
megabyte ide disk.

Thi s exerci se happens in the settings of vmmare or Virtual Box.

4. Use dmesg to verify that al the new disks are properly detected at boot-up.

See 1.

5. Verify that you can see the disk devicesin /dev.
SCSI +SATA: |s -1 [dev/sd*

ATA: |s -| /dev/hd*

6. Use fdisk (with grep and /dev/null) to display the total size of the new disks.

root @hel 53 ~# fdisk -1 2>/dev/null | grep [MGT]B
Di sk /dev/hda: 21.4 GB, 21474836480 bytes
Di sk /dev/ hdb: 1073 MB, 1073741824 bytes
Di sk /dev/sda: 2147 MB, 2147483648 bytes
Di sk /dev/sdb: 2147 MB, 2147483648 bytes
Di sk /dev/sdc: 2147 MB, 2147483648 bytes

7. Use badblocks to completely erase one of the smaller hard disks.

#Verify the device (/dev/sdc??) you want to erase before typing this.
#

root @ hel 53 ~# badbl ocks -ws /dev/sdc
Testing with pattern Oxaa: done

Readi ng and conparing: done

Testing with pattern 0x55: done

Readi ng and conparing: done

Testing with pattern Oxff: done

Readi ng and conparing: done

Testing with pattern 0x00: done

Readi ng and conparing: done

8. Look at /proc/scsi/scsi.

root @hel 53 ~# cat /proc/scsi/scsi
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Attached devi ces:

Host: scsi O Channel :
Vendor: VBOX Model :
Type: Di rect - Access

Host: scsi O Channel :
Vendor: VBOX Model :
Type: Di rect - Access

Host: scsi O Channel :
Vendor: VBOX Model :
Type: Di rect - Access

00 Id: 02 Lun: 00
HARDDI SK

00 Id: 03 Lun: 00
HARDDI SK

00 Id: 06 Lun: 00
HARDDI SK

Rev: 1.0
ANSI| SCsSI

Rev: 1.0
ANSI| SCsSI

Rev: 1.0
ANSI| SCSI

9. If possible, install Isscsi, Ishw and use them to list the disks.

Debi an, Ubunt u:

Fedora: yuminstall |sscsi
root @ hel 53 ~# | sscsi

[0:0:2:0] di sk VBOX
[0:0:3:0] di sk VBOX
[0:0:6:0] di sk VBOX

aptitude install

| sscsi

| shw

HARDDI SK
HARDDI SK
HARDDI SK

| shw

1.0 / dev/ sda
1.0 / dev/ sdb
1.0 / dev/ sdc

revision:

revision:

revision:

05

05

05
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This chapter continues on the hard disk devicesfrom the previous one. Here we will
put partitions on those devices.

This chapter prepares you for the next chapter, where we put file systems on our
partitions.
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5.1. about partitions

primary, extended and logical

Linux requiresyou to create one or more partitions. The next paragraphswill explain
how to create and use partitions.

A partition's geometry and size is usually defined by a starting and ending cylinder
(sometimes by sector). Partitions can be of type primary (maximum four), extended
(maximum one) or logical (contained within the extended partition). Each partition
hasatypefield that contains acode. This determines the computers operating system
or the partitions file system.

Table5.1. primary, extended and logical partitions

Partition Type naming
Primary (max 4) 1-4
Extended (max 1) 1-4
Logica 5-

partition naming

We saw before that hard disk devices are named /dev/hdx or /dev/sdx with x
depending on the hardware configuration. Next is the partition number, starting the
count at 1. Hence the four (possible) primary partitions are numbered 1 to 4. Logical
partition counting always starts at 5. Thus /dev/hda2 is the second partition on the
first ATA hard disk device, and /dev/hdb5 is the first logical partition on the second
ATA hard disk device. Same for SCSI, /dev/sdb3 is the third partition on the second
SCSI disk.

Table5.2. Partition naming

partition device

/dev/hdal first primary partition on /dev/hda
/dev/hda2 second primary or extended partition on /dev/hda
/dev/sdab first logical drive on /dev/sda
/dev/sdb6 second logical on /dev/sdb
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5.2. discovering partitions

fdisk -

In the fdisk -I example below you can see that two partitions exist on /dev/sdb. The
first partition spans 31 cylinders and contains a Linux swap partition. The second
partition is much bigger.

root @ai ka: ~# fdisk -1 /dev/sdb
Di sk /dev/sdb: 100.0 GB, 100030242816 bytes

255 heads, 63 sectors/track, 12161 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Devi ce Boot Start End Bl ocks Id System
/ dev/ sdbl 1 31 248976 82 Linux swap / Solaris
/ dev/ sdb2 32 12161 97434225 83 Linux

root @ ai ka: ~#

/proc/partitions

The/proc/partitionsfile contains atable with major and minor number of partitioned
devices, their number of blocks and the device name in /dev. Verify with /proc/
devicesto link the major number to the proper device.

paul @RHELv4u4: ~$ cat /proc/partitions
nmaj or mnor #bl ocks nane

3 0 524288 hda
3 64 734003 hdb
8 0 8388608 sda
8 1 104391 sdal
8 2 8281507 sda2
8 16 1048576 sdb
8 32 1048576 sdc
8 48 1048576 sdd
253 0 7176192 dm O
253 1 1048576 dm 1

The major number corresponds to the device type (or driver) and can be found in
/proc/devices. In this case 3 corresponds to ide and 8 to sd. The major number
determines the device driver to be used with this device.

The minor number is a unique identification of an instance of this device type. The
devices.txt filein the kernel tree contains afull list of major and minor numbers.

other tools

You might be interested in alternatives to fdisk like parted, cfdisk, sfdisk and
gparted. This course mainly uses fdisk to partition hard disks.
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5.3. partitioning new disks

In the example below, we bought anew disk for our system. After the new hardware
isproperly attached, you can usefdisk and parted to create the necessary partition(s).
This example uses fdisk, but there is nothing wrong with using parted.

recognising the disk
First, we check with fdisk -| whether Linux can see the new disk. Yes it does, the
new disk is seen as/dev/sdb, but it does not have any partitions yet.
root @RHELv4u?2: ~# fdi sk -1
Di sk /dev/sda: 12.8 GB, 12884901888 bytes

255 heads, 63 sectors/track, 1566 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Devi ce Boot Start End Bl ocks Id System
/ dev/ sdal * 1 13 104391 83 Li nux
/ dev/ sda2 14 1566 12474472+ 8e Linux LWM

Di sk /dev/sdb: 1073 MB, 1073741824 bytes
255 heads, 63 sectors/track, 130 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Di sk /dev/sdb doesn't contain a valid partition table

opening the disk with fdisk

Then we create a partition with fdisk on /dev/sdb. First we start the fdisk tool with /
dev/sdb as argument. Be very very careful not to partition the wrong disk!!

root @RHELv4u2: ~# fdi sk /dev/ sdb

Devi ce contains neither a valid DOS partition table, nor Sun, SA...
Bui | di ng a new DOS di skl abel . Changes will remain in nenory only,
until you decide to wite them After that, of course, the previous
content won't be recoverable.

Warning: invalid flag 0x0000 of partition table 4 will be corrected..

empty partition table

Inside the fdisk tool, we can issue the p command to see the current disks partition
table.

Command (mfor help): p

Di sk /dev/sdb: 1073 MB, 1073741824 bytes
255 heads, 63 sectors/track, 130 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
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Devi ce Boot Start End Bl ocks Id System

Create a new partition

No partitions exist yet, SO we issue n to create a new partition. We choose p for
primary, 1 for the partition number, 1 for the start cylinder and 14 for theend cylinder.

Conmmand (mfor help): n

Conmmand acti on

e ext ended

p primary partition (1-4)

p

Partition nunmber (1-4): 1

First cylinder (1-130, default 1):

Using default value 1

Last cylinder or +size or +sizeMor +sizeK (1-130, default 130): 14

We can now issue p again to verify our changes, but they are not yet written to disk.
Thismeanswe can still cancel this operation! But it looks good, so we use w to write
the changes to disk, and then quit the fdisk tool.

Command (mfor help): p

Di sk /dev/sdb: 1073 MB, 1073741824 bytes

255 heads, 63 sectors/track, 130 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes

Devi ce Boot Start End Bl ocks Id System
/ dev/ sdbl 1 14 112423+ 83 Linux

Command (m for help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.

Synci ng di sks.
r oot GRHELv4u2: ~#

display the new partition

Let's verify again with fdisk -l to make sure redlity fits our dreams. Indeed, the
screenshot below now shows a partition on /dev/sdb.

root @RHELv4u?2: ~# fdi sk -1

Di sk /dev/sda: 12.8 GB, 12884901888 bytes
255 heads, 63 sectors/track, 1566 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Devi ce Boot Start End Bl ocks Id System
/ dev/ sdal * 1 13 104391 83 Linux
/ dev/ sda2 14 1566 12474472+ 8e Linux LWM

Di sk /dev/sdb: 1073 MB, 1073741824 bytes
255 heads, 63 sectors/track, 130 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Devi ce Boot Start End Bl ocks Id System
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/ dev/ sdb1l 1 14 112423+ 83 Linux
r oot @RHELvV4u2: ~#

5.4. about the partition table

master boot record

The partition table information (primary and extended partitions) is written in the
master boot record or mbr. Y ou can use dd to copy the mbr to afile.

This exampl e copies the master boot record from the first SCSI hard disk.

dd i f=/dev/sda of =/ SCSI di sk. nbr bs=512 count=1

The sametool can also be used to wipe out al information about partitions on adisk.
This example writes zeroes over the master boot record.

dd i f=/dev/zero of =/dev/sda bs=512 count=1

Or to wipe out the whole partition or disk.

dd i f=/dev/zero of =/ dev/sda

partprobe

Don't forget that after restoring amaster boot record with dd, that you need to force
the kernel to reread the partition table with partprobe. After running partprobe, the
partitions can be used again.

[ root @RHELS ~] # part probe
[root @RHELS ~] #

logical drives

The partition table does not contain information about logical drives. So the dd
backup of the mbr only works for primary and extended partitions. To backup the
partition table including the logical drives, you can use sfdisk.

Thisexample showshow to backup all partition and logical driveinformationto afile.

sfdisk -d /dev/sda > parttabl e. sda. sfdi sk

The following example copies the mbr and all logical drive info from /dev/sdato /
dev/sdb.

sfdisk -d /dev/sda | sfdisk /dev/sdb
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5.5. practice: partitions

1. Usefdisk -l to display existing partitions and sizes.

2. Use df -h to display existing partitions and sizes.

3. Compare the output of fdisk and df.

4. Create a200MB primary partition on asmall disk.

5. Create a400MB primary partition and two 300MB logical drives on abig disk.
6. Use df -h and fdisk -1 to verify your work.

7. Compare the output again of fdisk and df. Do both commands display the new
partitions ?

8. Create a backup with dd of the mbr that contains your 200MB primary partition.

9. Take abackup of the partition table containing your 400MB primary and 300MB
logical drives. Make sure the logical drives are in the backup.

10. (optional) Remove all your partitions with fdisk. Then restore your backups.
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5.6. solution: partitions

1. Usefdisk -l to display existing partitions and sizes.

as root: # fdisk -I

2. Usedf -h to display existing partitions and sizes.

df -h

3. Compare the output of fdisk and df.

Sone partitions will be listed in both outputs (maybe /dev/sdal or /dev/hdal).

4. Create a 200MB primary partition on asmall disk.

Choose one of the disks you added (this exanple uses /dev/sdc).
root @ hel 53 ~# fdi sk /dev/sdc

Command (mfor help): n
Command acti on
e ext ended
p primary partition (1-4)
p
Partition nunber (1-4): 1
First cylinder (1-261, default 1): 1
Last cylinder or +size or +sizeMor +sizeK (1-261, default 261): +200m
Command (mfor help): w
The partition table has been altered!
Calling ioctl() to re-read partition table.
Synci ng di sks.

5. Create a400MB primary partition and two 300MB logical drives on abig disk.
Choose one of the disks you added (this exanple uses /dev/sdb)
fdi sk /dev/sdb

inside fdisk : n p 1 +400menter --- n e 2 enter enter --- n | +300m (twice)

6. Use df -h and fdisk -I to verify your work.

fdisk -1 ; df -h

7. Compare the output again of fdisk and df. Do both commands display the new
partitions ?

The newWy created partitions are visible with fdisk.

But they are not displayed by df.

8. Create a backup with dd of the mbr that contains your 200MB primary partition.

dd i f=/dev/sdc of =boot sect or. sdc. dd count=1 bs=512

9. Take abackup of the partition table containing your 400MB primary and 300MB
logical drives. Make sure the logical drives are in the backup.

sfdisk -d /dev/sdb > parttable. sdb. sfdisk
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When you are finished partitioning the hard disk, you can put afile system on each
partition.

This chapter builds on the partitions from the previous chapter, and prepares you for
the next one where we will mount the filesystems.
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6.1. about file systems

A file system is a way of organizing files on your partition. Besides file-based
storage, file systemsusually includedir ector iesand access contr ol, and contain meta
information about files like access times, modification times and file ownership.

The properties (length, character set, ...) of filenames are determined by the file
system you choose. Directories are usually implemented as files, you will have to
learn how this is implemented! Access control in file systems is tracked by user
ownership (and group owner- and membership) in combination with one or more
access control lists.

The manual page about filesystems(5) is usually accessed by typing man fs. Y ou can
also look at /proc/filesystems for currently loaded file system drivers.

root @hel 53 ~# cat /proc/filesystens | grep -v nodev
ext 2

i 09660

ext 3

6.2. common file systems

ext2 and ext3

ext4

Once the most common Linux file systems is the ext2 (the second extended) file
system. A disadvantage is that file system checks on ext2 can take a long time.
You will seethat ext2 is being replaced by ext3 on most Linux machines. They are
essentially the same, except for the jour naling which is only present in ext3.

Journaling means that changes are first written to ajournal on the disk. The journal
is flushed regularly, writing the changes in the file system. Journaling keeps the file
system in a consistent state, so you don't need a file system check after an unclean
shutdown or power failure.

Y ou can create these file systems with the /sbin/mkfs or /shin/mke2fs commands.
Use mke2fs -] to create an ext3 file system. You can convert an ext2 to ext3
with tune2fs -j. You can mount an ext3 file system as ext2, but then you lose the
journaling. Do not forget to run mkinitrd if you are booting from this device.

Since 2008 the newest incarnation of the ext file system is ext4 is available in the
Linux kernel. ext4 support larger files (up to 16 terabyte) and larger file systemsthan
ext3 (and many more features).
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vfat

The vfat file system existsin acouple of forms: fat12 for floppy disks, fat16 on ms-
dos, and fat32 for larger disks. The Linux vfat implementation supports all of these,
but vfat lacks alot of features like security and links. fat disks can be read by every
operating system, and are used alot for digital cameras, usb sticks and to exchange
data between different OS'ses on a home user's computer.

Iso 9660

udf

swap

iso 9660 is the standard format for cdroms. Chances are you will encounter this
file system also on your hard disk in the form of images of cdroms (often with
the .iso extension). Theiso 9660 standard limitsfilenamesto the 8.3 format. The Unix
world didn't like this, and thus added the rock ridge extensions, which allows for
filenames up to 255 characters and Unix-style file-modes, ownership and symbolic
links. Another extensions to iso 9660 is joliet, which adds 64 unicode characters to
the filename. The €l torito standard extends iso 9660 to be able to boot from CD-
ROM's.

Most optical media today (including cd's and dvd's) use udf, the Universal Disk
Format.

All things considered, swap is not a file system. But to use a partition as a swap
partition it must be formatted and mounted as swap space.

others...

Y ou might encounter reiserfson older Linux systems. Maybe you will see Sun's zfs
or the open source btrfs. Thislast one requires a chapter on itself.

/proc/filesystems

The/proc/filesystemsfile displaysalist of supported file systems. When you mount
a file system without explicitly defining one, then mount will first try to probe /
etc/filesystems and then probe /proc/filesystems for all the filesystems without the
nodev label. If /etc/filesystems ends with a line containing only an asterisk (*) then
both files are probed.

paul @GRHELv4u4: ~$ cat /proc/fil esystens
nodev sysfs
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nodev rootfs
nodev bdev
nodev proc
nodev sockfs
nodev binfnt_m sc
nodev usbf s
nodev usbdevfs
nodev futexfs
nodev t npfs
nodev pi pefs
nodev eventpol | fs
nodev devpt s
ext 2
nodev ranfs
nodev huget | bf s
i s09660
nodev rel ayfs
nodev nmjueue
nodev sel i nuxfs
ext3
nodev rpc_pi pefs
nodev vmnar e- hgf s
nodev aut of s
paul @GRHELv4u4: ~$
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6.3. putting a file system on a partition

We now have afresh partition. The system binariesto makefile systems can be found
with|s.

[root @RHEL4b ~]# |s -1S /shin/nk*

-rwxr-xr-x 3 root root 34832 Apr 24 2006 /sbin/nke2fs
-rwxr-xr-x 3 root root 34832 Apr 24 2006 /sbin/nkfs.ext2
-rwxr-xr-x 3 root root 34832 Apr 24 2006 /sbin/nkfs.ext3
-rwxr-xr-x 3 root root 28484 Cct 13 2004 /sbhin/nkdosfs
-rwxr-xr-x 3 root root 28484 Cct 13 2004 /sbhin/nkfs. nsdos
-rwxr-xr-x 3 root root 28484 Cct 13 2004 /sbin/nkfs.vfat
-rwxr-xr-x 1 root root 20313 Apr 10 2006 /sbhin/nkinitrd
-rwxr-x--- 1 root root 15444 Oct 5 2004 /sbin/nkzonedb
-rwxr-xr-x 1 root root 15300 May 24 2006 /sbin/nkfs.cranfs
-rwxr-xr-x 1 root root 13036 May 24 2006 /sbi n/ nkswap
-rwxr-xr-x 1 root root 6912 May 24 2006 /sbhin/nkfs
-rwxr-xr-x 1 root root 5905 Aug 3 2004 /sbin/nkboot di sk

[root @GRHEL4b ~]#

Itistimefor youto read the manual pages of mkfsand mke2fs. In the example below,
you see the creation of an ext2 file system on /dev/sdbl. Inred life, you might want
to use options like -mO0 and -j.

root @RHELv4u?2: ~# nke2fs /dev/sdbl

nke2fs 1.35 (28-Feb-2004)

Fil esystem | abel =

CS type: Linux

Bl ock size=1024 (| og=0)

Fragment size=1024 (| og=0)

28112 inodes, 112420 bl ocks

5621 bl ocks (5.00% reserved for the super user
First data bl ock=1

Maxi mum fil esystem bl ocks=67371008

14 bl ock groups

8192 bl ocks per group, 8192 fragnments per group
2008 i nodes per group

Super bl ock backups stored on bl ocks:

8193, 24577, 40961, 57345, 73729

Witing inode tables: done
Witing superblocks and fil esystem accounting information: done

This filesystemw || be automatically checked every 37 nounts or
180 days, whichever comes first. Use tune2fs -c or -i to override

6.4. tuning a file system

You can use tune2fsto list and set file system settings. The first screenshot lists the
reserved space for root (which is set at five percent).

[root@hel 4 ~]# tune2fs -1 /dev/sdal | grep -i "block count™
Bl ock count: 104388
Reserved bl ock count: 5219

[root@hel 4 ~]#

This example changes this value to ten percent. Y ou can use tune2fs while the file
systemis active, even if it isthe root file system (as in this example).
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[root @hel 4 ~]# tune2fs -nl0 /dev/sdal
tune2fs 1.35 (28-Feb-2004)
Setting reserved bl ocks percentage to 10 (10430 bl ocks)

[root@hel 4 ~]# tune2fs -|I /dev/sdal | grep -i "block count”
Bl ock count: 104388
Reserved bl ock count: 10430

[root @hel 4 ~]#

6.5. checking a file system

The fsck command is a front end tool used to check afile system for errors.

[root @RHEL4b ~]# | s /sbin/*fsck*

/ sbin/dosfsck /sbin/fsck / sbin/fsck.ext2 [/sbin/fsck.nmsdos
/ sbi n/ e2f sck /sbin/fsck.cranfs [/sbhin/fsck.ext3 [/sbin/fsck.vfat

[ root @RHEL4b ~]#

The last column in /etc/fstab is used to determine whether a file system should be
checked at boot-up.

[ paul @RHEL4b ~]1$ grep ext /etc/fstab

/ dev/ Vol Gr oup00/ LogVol 00 / ext 3 defaults
LABEL=/ boot / boot ext3 defaults
[ paul @GRHEL4b ~]1$

[
N

Manually checking a mounted file system results in awarning from fsck.

[root @RHEL4b ~]# fsck /boot
fsck 1.35 (28-Feb-2004)
e2fsck 1.35 (28-Feb-2004)

/ dev/ sdal is nounted.

WARNI NG 'l Runni ng e2fsck on a nounted fil esystem nay cause
SEVERE fil esyst em danage.

Do you really want to continue (y/n)? no

check aborted.

But after unmounting fsck and e2fsck can be used to check an ext2 file system.

[root @RHEL4b ~]# fsck [/boot

fsck 1.35 (28-Feb-2004)

e2f sck 1.35 (28-Feb-2004)

/boot: clean, 44/26104 files, 17598/ 104388 bl ocks
[root @RHEL4b ~]# fsck -p /boot

fsck 1.35 (28-Feb-2004)

/boot: clean, 44/26104 files, 17598/ 104388 bl ocks
[root @RHEL4b ~]# e2fsck -p /dev/sdal

/boot: clean, 44/26104 files, 17598/ 104388 bl ocks
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6.6. practice: file systems

1. List the filesystems that are known by your system.
2. Create an ext2 filesystem on the 200M B partition.

3. Create an ext3 filesystem on the 400MB partition and one of the 300MB logical
drives.

4. Set the reserved space for root on the logical drive to O percent.

5. Verify your work with fdisk and df.
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6.7. solution: file systems

1. List the filesystems that are known by your system.
man fs
cat /proc/filesystens

cat /etc/filesystens (not on all Linux distributions)

2. Create an ext2 filesystem on the 200MB partition.

nke2fs /dev/sdcl (replace sdcl with the correct partition)

3. Create an ext3 filesystem on the 400MB partition and one of the 300MB logical
drives.

nke2fs -j /dev/sdbl (replace sdbl with the correct partition)

nke2fs -j /dev/sdb5 (replace sdb5 with the correct partition)

4. Set the reserved space for root on the logical drive to O percent.

tune2fs -m 0 /dev/sdb5

5. Verify your work with fdisk and df.

nkfs (nke2fs) nakes no difference in the output of these commands

The big change is in the next topic: nounting
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Onceyou've put afile system on apartition, you can mount it. Mounting afile system
makes it available for use, usually as a directory. We say mounting a file system
instead of mounting a partition because we will see later that we can also mount file
systems that do not exists on partitions.
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7.1. mounting local file systems

On all Unix systems, every file and every directory is part of one big file tree. To
access afile, you need to know the full path starting from the root directory. When
adding afile system to your computer, you need to make it available somewhere in
thefile tree. The directory where you make afile system availableis called amount
point.

/bin/mkdir

This example shows how to create a new mount point with mkdir.

root @GRHELv4u2: ~# nkdir /home/ proj ect 55

/bin/mount

When the mount point is created, and afile system is present on the partition, then
mount can mount the file system on the mount point directory.

root @RHELv4u2: ~# nount -t ext2 /dev/sdbl /hone/ project55/

Once mounted, the new file system is accessible to users.

letc/filesystems

Actualy the explicit -t ext2 option to set thefile system is not always necessary. The
mount command is able to automatically detect alot of file systems.

When mounting a file system without specifying explicitly the file system, then
mount will first probe /etc/filesystems. Mount will skip lines with the nodev
directive.

paul @RHELv4u4: ~$ cat /etc/fil esystens
ext3

ext 2

nodev proc

nodev devpts

i s09660

vf at

hf s

paul @GRHELv4u4: ~$

/proc/filesystems

When /etc/filesystems does not exist, or ends with a single * on the last line, then
mount will read /proc/filesystems.
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[root @RHEL52 ~]# cat /proc/filesystens | grep -v “nodev
ext 2

i S09660

ext 3

/bin/lumount

Y ou can unmount a mounted file system using the umount command.

r oot @asha: ~# unmount /hone/reet

7.2. displaying mounted file systems

To display al mounted file systems, issue the mount command. Or look at the files
/proc/mounts and /etc/mtab.

/bin/mount

The simplest and most common way to view all mounts is by issuing the mount
command without any arguments.

root @RHELv4u2: ~# nmount | grep /dev/sdb
/ dev/ sdbl on /hone/ project55 type ext2 (rw)

/proc/mounts

Thekernel providestheinfoin/proc/mountsinfileform, but /proc/mountsdoes not
exist as afile on any hard disk. Looking at /proc/mountsis looking at information
that comes directly from the kernel.

root @RHELv4u2: ~# cat /proc/nounts | grep /dev/sdb
/ dev/ sdbl / hore/ project55 ext2 rw0 O

letc/mtab

The /etc/mtab file is not updated by the kernel, but is maintained by the mount
command. Do not edit /etc/mtab manually.

root @RHELv4u2: ~# cat /etc/ntab | grep /dev/sdb
/ dev/ sdbl / hone/ project55 ext2 rw0 O
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/bin/df

A more user friendly way to look at mounted file systems is df. The df (diskfree)
command has the added benefit of showing you the free space on each mounted disk.
Like alot of Linux commands, df supports the -h switch to make the output more
human readable.

r oot @RHELv4u2: ~# df

Fi | esystem 1K- bl ocks Used Avail abl e Use% Mounted on
/ dev/ mapper/ Vol G oup00- LogVol 00

11707972 6366996 4746240 58%/

/ dev/ sdal 101086 9300 86567 10% / boot

none 127988 0 127988 0% / dev/ shm

/ dev/ sdbl 108865 1550 101694 2% / hone/ pr oj ect 55
root @RHELv4u2: ~# df -h

Fi | esystem Size Used Avail Use% Munted on

/ dev/ mapper/ Vol G oup00- LogVol 00
12G 6.1G 4.6G 58%/

/ dev/ sdal 99M 9.1M 85M 10% / boot
none 125M 0 125M 0%/ dev/ shm
/ dev/ sdbl 107M 1.6M 100M 2%/ hone/ proj ect 55

In the df -h example below you can see the size, free space, used gigabytes and
percentage and mount point of a partition.

root @ai ka: ~# df -h | egrep -e "(sdb2|File)"

Fil esystem Si ze Used Avail Use% Mounted on

/ dev/ sdb2 92G 83G 8.6G 91%/ nedi a/ sdb2
root @ ai ka: ~#

/bin/du

The du command can summarize disk usage for files and directories. Preventing du
to go into subdirectories with the -s option will give you a total for that directory.
This option is often used together with -h, so du -sh on amount point gives the total
amount used in that partition.

root @asha: ~# du -sh /home/reet
881G / hone/ r eet

7.3. permanent mounts

Until now, we performed all mounts manually. Thisworks nice, until the next reboot.
Luckily there is a way to tell your computer to automatically mount certain file
systems during boot.

letc/fstab

Thisisdoneusing thefile system tablelocated in the/etc/fstab file. Below isasample
letc/fstab file.
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root @RHELv4u2: ~# cat /etc/fstab

/ dev/ Vol Gr oup00/ LogVol 00 / ext 3 defaul ts 11
LABEL=/ boot / boot ext3 defaults 12
none / dev/ pts devpts gid=5,nmde=620 0 O
none / dev/ shm t npfs defaul ts 00
none / proc proc defaul ts 00
none / sys sysfs defaul ts 00
/ dev/ Vol Gr oup00/ LogVol 01 swap swap defaults 00

By adding the following line, we can automate the mounting of afile system.

/ dev/ sdbl / hone/ proj ect 55 ext 2 defaults 00

mount /mountpoint

Adding an entry to /etc/fstab has the added advantage that you can simplify the
mount command. The command in the screenshot below forces mount to look for
the partition info in /etc/fstab.

# mount /hone/ proj ect 55

7.4. securing mounts

File systems can be secured with several mount options. Here are some examples.

ro
Thero option will mount afile system asread only, preventing anyone from writing.
root @hel 53 ~# nmount -t ext2 -o ro /dev/hdbl /hone/ project42
root @ hel 53 ~# touch /hone/projectd42/testwite
touch: cannot touch “/home/project42/testwite': Read-only file system
noexec

The noexec option will prevent the execution of binaries and scripts on the mounted
file system.

root @hel 53 ~# nount -t ext2 -o noexec /dev/hdbl /hone/ projectd2
root @ hel 53 ~# cp /bin/cat /hone/projectd2

root @ hel 53 ~# / hone/ project42/cat /etc/hosts

-bash: /hone/ project42/cat: Perm ssion denied

root @ hel 53 ~# echo echo hell o > /hone/ project42/ hel |l oscri pt

root @ hel 53 ~# chnod +x /hone/ proj ect 42/ hel | oscri pt

root @ hel 53 ~# / hone/ proj ect 42/ hel | oscri pt

-bash: /hone/ project42/ helloscript: Perm ssion denied

61



mounting

nosuid

The nosuid option will ignore setuid bit set binaries on the mounted file system.

Note that you can still set the setuid bit on files.

root @hel 53 ~# mount -0 nosuid /dev/hdbl /hone/ project42

root @hel 53 ~# cp /bin/sleep /home/ project42/

root @ hel 53 ~# chnod 4555 / hone/ proj ect 42/ sl eep

root @hel 53 ~# |'s -1 /home/ project42/ sl eep

-r-sr-xr-x 1 root root 19564 Jun 24 17:57 /hone/ project 42/ sl eep

But users cannot exploit the setuid feature.

root @hel 53 ~# su - paul
[ paul @ hel 53 ~]$ /hone/ proj ect 42/ sl eep 500 &

[1] 2876

[ paul @hel 53 ~]$ ps -f 2876

u D PID PPID C STIME TTY STAT TI ME CMD

paul 2876 2853 0 17:58 pts/0 S 0: 00 / hone/ proj ect 42/ sl eep 500

[ paul @hel 53 ~]$

noacl

To prevent cluttering permissions with acl's, use the noacl option.

root @hel 53 ~# nmount -o noacl /dev/hdbl /home/ project42

More mount options can be found in the manual page of mount.
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7.5. practice: mounting file systems

1. Mount the small 200MB partition on /home/project22.

2. Mount the big 400MB primary partition on /mnt, the copy some files to it
(everything in /etc). Then umount, and mount the file system as read only on /srv/
nfs/salesnumbers. Where are the files you copied ?

3. Verify your work with fdisk, df and mount. Also look in /etc/mtab and /proc/
mounts.

4. Make both mounts permanent, test that it works.

5. What happens when you mount a file system on a directory that contains some
files?

6. What happens when you mount two file systems on the same mount point ?

7. (optional) Describe the difference between these file searching commands: find,
locate, updatedb, whereis, apropos and which.

8. (optional) Perform a file system check on the partition mounted at /srv/nfs/
salesnumbers.
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7.6. solution: mounting file systems

1. Mount the small 200MB partition on /home/project22.

nkdi r /hore/ proj ect 22
nmount /dev/sdcl /home/ project22

2. Mount the big 400MB primary partition on /mnt, the copy some files to it
(everything in /etc). Then umount, and mount the file system as read only on /srv/
nfs/salesnumbers. Where are the files you copied ?

nmount /dev/sdbl /mt
cp -r /etc /mt
Is -1 /mt

unpunt / mt
Is -1 /mt

nkdir -p /srv/nfs/sal esnunbers
nmount /dev/sdbl /srv/nfs/sal esnunbers

You see the files in /srv/nfs/sal enunbers now. .

But physically they are on ext3 on partition /dev/sdbl

3. Verify your work with fdisk, df and mount. Also look in /etc/mtab and /proc/
mounts.

fdisk -I

df -h

nount

Al three the above conmands shoul d show your nounted partitions

grep project22 /etc/ntab
grep project22 /proc/nounts

4. Make both mounts permanent, test that it works.

add the following lines to /etc/fstab

/ dev/ sdcl / home/ project22 auto defaults 0 O
/ dev/ sdbl /srv/nfs/sal esnunbers auto defaults 0 O

5. What happens when you mount a file system on a directory that contains some
files?

The files are hidden until unount.

6. What happens when you mount two file systems on the same mount point ?

Only the last nmounted fs is visible.

7. (optional) Describe the difference between these file searching commands: find,
locate, updatedb, wherei's, apropos and which.

man is your friend

8. (optional) Perform a file system check on the partition mounted at /srv/nfs/
salesnumbers.
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better to unmount first before
# fsck /dev/sdbl
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8.1. about unigue objects

A uuid or universally unique identifier is used to uniquely identify objects. This
128hit standard allows anyone to create a unique uuid.

/sbin/vol _id

Below we usethe vol _id utility to display the uuid of an ext3 file system.

root @ai ka: ~# vol _id --uuid /dev/sdal
825d4b79- ec40- 4390- 8a71- 9261df 8d4c82

/lib/udev/vol_id

Red Hat Enterprise Linux 5 puts vol_id in /lib/udev/vol_id, which is not in the
$PATH. The syntax is aso abit different from Debian/Ubuntu.

root @hel 53 ~# /i b/udev/vol _id -u /dev/hdal
48a6a316- 9ca9- 4214- b5c6- e7b33a77e860

/sbin/tune2fs

We can also use tunezfs to find the uuid of afile system.

[root @RHELS ~] # tune2fs -1 /dev/sdal | grep UUI D

Fi | esystem UUI D 11cf c8bc-07c0- 4c3f - 9f 64- 78422ef 1dd5c¢c
[root @RHELS ~]# /lib/udev/vol _id -u /dev/sdal

11cf c8bc-07c0- 4c3f - 9f 64- 78422ef 1dd5¢c

8.2. uuid in /etc/fstab

Y ou can use the uuid to make sure that a volume is universally uniquely identified
in /etc/fstab. The device name can change depending on the disk devices that are
present at boot time, but a uuid never changes.

First we use tune2fsto find the uuid.

[root @RHELS ~]# tune2fs -1 /dev/sdcl | grep UUI D
Fi | esyst em UUl Dt 7626d73a- 2bb6- 4937- 90ca- e451025d64e8

Then we check that it is properly added to /etc/fstab, the uuid replaces the variable
devicename /dev/sdcl.
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[root @RHELS ~]# grep UUID /etc/fstab
UUI D=7626d73a- 2bb6- 4937- 90ca- e451025d64e8 / home/ pro42 ext3 defaults 0 O

Now we can mount the volume using the mount point defined in /etc/fstab.

[ root @RHELS5 ~] # nmount /hone/ pro42
[root @RHELS5 ~]# df -h | grep 42
/ dev/ sdcl 397M  11M 366M 3%/ hone/ pro42

The real test now, is to remove /dev/sdb from the system, reboot the machine and
see what happens. After the reboot, the disk previously known as /dev/sdc is now /
dev/sdb.

[root @RHELS ~]# tune2fs -I /dev/sdbl | grep UUI D
Fi | esystem UUI D 7626d73a- 2bb6- 4937- 90ca- e451025d64e8

And thanks to the uuid in /etc/fstab, the mountpoint is mounted on the same disk
as before.

[root @RHELS ~]# df -h | grep sdb
/ dev/ sdbl 397M  11M 366M 3%/ hone/ pro42

8.3. uuid in menu.lst

Recent incarnations of the Ubuntu distribution will useauuid to identify theroot file
system. This example shows how aroot=/dev/sdal is replaced with auuid.

title Ubuntu 9.10, kernel 2.6.31-19-generic

uuid fO00lbabd-9077-422a-9634-8d23d57e782a

kernel /boot/vminuz-2.6.31-19-generic \

r oot =UUI D=f 001ba5d- 9077- 422a- 9634- 8d23d57e782a ro qui et spl ash
initrd /boot/initrd.ing-2.6.31-19-generic

The screenshot above contains only four lines. The line starting with root= is the
continuation of the kernel line.
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8.4. practice: uuid and filesystems

1. Find the uuid of one of your ext3 partitions with tune2fsand vol_id.
2. Usethisuuid in /etc/fstab and test that it works with a simple mount.

3. (optional) Test it also by removing a disk (so the device name is changed). Y ou
can edit settings in vmware/Virtualbox to remove a hard disk.

4. Display the root= directive in /boot/grub/menu.lst. (We see later in the course
how to maintain thisfile.)

5. (optional) Replace the /dev/xxx in /boot/grub/menu.lst with auuid (use an extra
stanzafor this). Test that it works.
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8.5. solution: uuid and filesystems

1. Find the uuid of one of your ext3 partitions with tune2fsand vol_id.

root @ hel 55: ~# /i b/udev/vol _id -u /dev/hdal
60926898- 2c78- 49b4- a71d- c1d6310c87cc

root @bul004: ~# tune2fs -1 /dev/sda2 | grep UU D
Fi | esyst em UUI Dt 3007b743- 1dce- 2d62- 9a59- cf 25f 85191b7

2. Usethisuuid in/etc/fstab and test that it works with a simple mount.

tail -1 /etc/fstab
UUI D=60926898- 2c78- 49b4- a71d-c1d6310c87cc / hone/ pro42 ext3 defaults 0 O

3. (optional) Test it also by removing a disk (so the device name is changed). Y ou
can edit settings in vmware/Virtualbox to remove a hard disk.

4. Display the root= directive in /boot/grub/menu.lst. (We see later in the course
how to maintain thisfile.)

paul @eb503: ~$ grep ~[~#] /boot/grub/menu.lst | grep root=
kernel /boot/vminuz-2.6.26-2-686 root=/dev/hdal ro selinux=1 quiet
kernel /boot/vminuz-2.6.26-2-686 root=/dev/hdal ro selinux=1 single

5. (optional) Replace the /dev/xxx in /boot/grub/menu.lst with auuid (use an extra
stanzafor this). Test that it works.
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9.1. hardware or software

Redundant Array of Independent (originally Inexpensive) Disks or RAID can be set
up using hardware or software. Hardware RAID is more expensive, but offers better
performance. Software RAID is cheaper and easier to manage, but it uses your CPU
and your memory.

Whereten years ago nobody was arguing about the best choice being hardware RAID,
this has changed since technologies like mdadm, lvm and even zfs focus more on
managability. The workload on the cpu for software RAID used to be high, but cpu's
have gotten alot faster.
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9.2. raid levels

raid O

jbod

raid 1

raid O uses two or more disks, and is often called striping (or stripe set, or striped
volume). Dataisdivided in chunks, those chunks are evenly spread across every disk
in the array. The main advantage of raid O isthat you can create larger drives. raid
O isthe only raid without redundancy.

jbod uses two or more disks, and is often called concatenating (spanning, spanned
set, or spanned volume). Data is written to the first disk, until it isfull. Then datais
written to the second disk... The main advantage of jbod (Just a Bunch of Disks) is
that you can create larger drives. JBOD offers no redundancy.

raid 1 usesexactly two disks, andisoften called mirroring (or mirror set, or mirrored
volume). All data written to the array is written on each disk. The main advantage
of raid 1 isredundancy. The main disadvantage is that you lose at least half of your
available disk space (in other words, you at least double the cost).

raid 2, 3and 4 ?

raid 5

raid 6

raid 2 uses bit level striping, raid 3 bytelevel, and raid 4 isthe same asraid 5, but
with a dedicated parity disk. Thisisactually slower thanraid 5, because every write
would have to write parity to this one (bottleneck) disk. It is unlikely that you will
ever seetheseraid levelsin production.

raid 5 uses three or more disks, each divided into chunks. Every time chunks are
written to the array, one of the disks will receive a parity chunk. Unlike raid 4, the
parity chunk will alternate between all disks. The main advantage of thisisthat raid
5 will allow for full data recovery in case of one hard disk failure.

raid 6 isvery similar to raid 5, but uses two parity chunks. raid 6 protects against
two hard disk failures. Oracle Solaris zfs calls thisraidz2 (and also had raidz3 with
triple parity).
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raid 0+1

raid O+1 isamirror(1) of stripes(0). This means you first create two raid O stripe
sets, and then you set them up asamirror set. For example, when you have six 100GB
disks, then the stripe sets are each 300GB. Combined in amirror, this makes 300GB
total. raid O+1 will survive onedisk failure. It will only survivethe second disk failure
if thisdisk isin the same stripe set as the previous failed disk.

raid 1+0

raid 1+0 isastripe(0) of mirrors(1). For example, when you have six 100GB disks,
then you first create three mirrors of 100GB each. Y ou then stripe them together into
a300GB drive. In thisexample, aslong as not all disksin the same mirror fail, it can
survive up to three hard disk failures.

raid 50
raid 5+0isastripe(0) of raid 5 arrays. Suppose you have nine disks of 100GB, then
you can create threeraid 5 arrays of 200GB each. Y ou can then combine them into
one large stripe set.

many others

There are many other nested raid combinations, likeraid 30, 51, 60, 100, 150, ...
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9.3. building a software raid5 array

do we have three disks?

First, you have to attach some disks to your computer. In this scenario, three brand
new disks of eight gigabyte each are added. Check with fdisk -l that they are
connected.

[root @hel 6c ~]# fdisk -1 2> /dev/null | grep MB
Di sk /dev/sdb: 8589 MB, 8589934592 bytes
Di sk /dev/sdc: 8589 MB, 8589934592 bytes
Di sk /dev/sdd: 8589 MB, 8589934592 bytes

fd partition type

The next step isto create a partition of type fd on every disk. The fd typeisto set the
partition as Linux RAID autodetect. See this (truncated) screenshot:

[root @hel 6¢c ~]# fdisk /dev/sdd

Command (m for help): n
Command acti on
e ext ended
p primary partition (1-4)
p
Partition nunmber (1-4): 1
First cylinder (1-1044, default 1):
Usi ng default value 1
Last cylinder, +cylinders or +size{K MG (1-1044, default 1044):
Usi ng default value 1044

Command (mfor help): t

Sel ected partition 1

Hex code (type L to list codes): fd

Changed systemtype of partition 1 to fd (Linux raid autodetect)

Command (m for help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.
Synci ng di sks.

verify all three partitions

Now all three disks are ready for raid 5, so we have to tell the system what to do

with these disks.

[root @hel 6c ~]# fdisk -1 2> /dev/null | grep raid

/ dev/ sdb1l 1 1044 8385898+ fd Linux raid autodetect
/ dev/ sdcl 1 1044 8385898+ fd Linux raid autodetect
/ dev/ sdd1 1 1044 8385898+ fd Linux raid autodetect
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create the raid5

The next step used to be create the raid table in /etc/raidtab. Nowadays, you can just
issue the command mdadm with the correct parameters.

The command below is split on two lines to fit this print, but you should type it on
one line, without the backslash (V).

[root @hel 6¢c ~]# ndadm --create /dev/nd0 --chunk=64 --level =5 --raid-\
devi ces=3 /dev/sdbl /dev/sdcl /dev/sddl

ndadm Defaulting to version 1.2 netadata

ndadm array /dev/nd0 started.

Below a partial screenshot how fdisk -l seestheraid 5.
[root @hel 6¢c ~]# fdisk -1 /dev/ndO

Di sk /dev/nd0: 17.2 GB, 17172135936 bytes

2 heads, 4 sectors/track, 4192416 cylinders

Units = cylinders of 8 * 512 = 4096 bytes

Sector size (logical/physical): 512 bytes / 512 bytes
1/O size (mninmumoptimal): 65536 bytes / 131072 bytes
Di sk identifier: 0x00000000

Di sk /dev/ nd0 doesn't contain a valid partition table

We could use this software raid 5 array in the next topic: lvm.

/proc/mdstat

The status of the raid devices can be seen in /proc/mdstat. This example shows a
raid 5 in the process of rebuilding.

[root @hel 6¢c ~]# cat /proc/ndstat
Personalities : [raid6] [raid5] [raid4]
nd0 : active rai d5 sddl1l[ 3] sdcl[1l] sdbl[O0]
16769664 bl ocks super 1.2 level 5, 64k chunk, algorithm2 [3/2] [UU]
[============> . ... ... ] recovery = 62.8% (5266176/8384832) fi ni sh=0\
.3m n speed=139200K/ sec

This example shows an active softwareraid 5.

[root @hel 6¢c ~]# cat /proc/ndstat
Personalities : [raid6] [raid5] [raid4]
nd0 : active rai d5 sdd1l[ 3] sdcl[ 1] sdbl[ 0]
16769664 bl ocks super 1.2 level 5, 64k chunk, algorithm2 [3/3] [UUW]

mdadm --detalil

Use mdadm --detail to get information on araid device.

[root @hel 6¢c ~]# ndadm --detail /dev/nd0
/ dev/ ndO:
Version : 1.2
Creation Tinme : Sun Jul 17 13:48:41 2011
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Rai d Level

Array Size :
Used Dev Size :
Rai d Devi ces :
Devi ces :
Per si st ence

Tot al

rai d5

16769664 (15.99 G B 17.17 GB)
8384832 (8.00 G B 8.59 GB)

3

3

Super bl ock i s persistent

Update Tinme : Sun Jul 17 13:49:43 2011
State : clean
Active Devices : 3
Wor ki ng Devices : 3
Failed Devices : 0O
Spare Devices : 0

Layout : left-symetric
Chunk Size : 64K
Nanme : rhel6¢c:0 (local to host rhel 6¢)
UU D : c10fd9c3: 08f 9a25f : be913027: 999c8elf
Events : 18
Number Maj or M nor Rai dDevi ce State
0 8 17 0 active sync / dev/ sdbl
1 8 33 1 active sync / dev/ sdcl
3 8 49 2 active sync / dev/ sdd1l

removing a software raid

The software raid is visible in /proc/mdstat when active. To remove the raid
completely so you can use the disksfor other purposes, you stop (de-activate) it with
mdadm.

[root @hel 6c ~]# nmdadm --stop /dev/nd0
mdadm st opped /dev/ nd0

The disks can now be repartitioned.
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9.4. practice: raid

1. Add three virtua disks of 1GB each to a virtual machine.

2. Create asoftwareraid 5 on the three disks. (It is not necessary to put afilesystem
onit)

3. Verify with fdisk and in /proc that theraid 5 exists.
4. (optional) Stop and remove theraid 5.

5. (optional) Createaraid 1 to mirror two disks.
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9.5. solution: raid

1. Add three virtua disks of 1GB each to a virtual machine.

2. Create asoftwareraid 5 on the three disks. (It is not necessary to put afilesystem
onit)

3. Verify with fdisk and in /proc that theraid 5 exists.
4. (optional) Stop and remove theraid 5.

5. (optional) Createaraid 1 to mirror two disks.

[root @hel 6¢c ~]# ndadm --create /dev/nmd0 --level =1 --raid-devices=2 /dev/sdbl /dev/sdcl
ndadm Defaulting to version 1.2 netadata
ndadm array /dev/nd0 started.
[root @hel 6¢c ~]# cat /proc/ nmdstat
Personalities : [raid6] [raid5] [raid4] [raidl]
nd0 : active raidl sdcl[1] sdbl[O0]
8384862 bl ocks super 1.2 [2/2] [W]]
[====> .. . ] resync = 20.8% (1745152/8384862) \
finish=0.5m n speed=218144K/ sec
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10.1. introduction to lvm

problems with standard partitions

There are some problems when working with hard disks and standard partitions.
Consider a system with a small and a large hard disk device, partitioned like this.
The first disk (/dev/sda) is partitioned in two, the second disk (/dev/sdb) has three
partitions.

Table 10.1. disk partitioning example

/dev/sda /dev/sdb
/dev/sdal | /dev/sda2 | /dev/sdbl | /dev/sdb2 | /dev/sdb3 unused
/boot / Ivar /home /project42
ext2 ext3 ext2 reiserfs ext3

In the example above, consider the options when you want to enlarge the space
available for /project42. What can you do ? The solution will always force you to
unmount the filesystem, take a backup of the data, remove and recreate partitions,
and then restore the data and remount the file system.

solution with lvm

Using lvm will create a virtual layer between the mounted file systems and the
hardware devices. This virtual layer will allow for an administrator to enlarge a
mounted file system in use. When Ivm is properly used, then there is no need to
unmount the file system to enlargeit.

Table10.2. LVM Example

/dev/sda /dev/sdb
Volume Group
/boot / Ivar /home /project42
ext2 ext3 ext2 reiserfs ext3

about lvm

Most Ivm implementations support physical storage grouping, logical volume
resizing and data migration.

Physical storage grouping is a fancy name for grouping multiple physical devices
(hard disks) into a logical mass storage device. To enlarge this physical group, hard
disks or even single partitions can be added at alater time. The size of lIvm volumes
on this physical group isindependent of the individual size of the components. The
total size of the group is the limit.
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One of the nicest features of Ivm isthelogical volumeresizing. Y ou can increase the
size of an lvm volume, sometimes even without any downtime. Additionally, you
can migrate data away from afailing hard disk device.

10.2. Ivm terminology

physical volume (pv)

A physical volumeis adisk, a partition or a (hardware or software) RAID device.
All these devices can become a member of aVolume Group.

volume group (vg)

A Volume Group is an abstraction layer between Physical Devices and L ogical
Volumes.

logical volume (lv)

A Logical Volume is created in a Volume Group. Logical Volumes that contain
a file system can be mounted. The use of logical volumes is similar to the use
of partitions (both are standard block devices) and is accomplished with the same
standard commands (mkfs, mount, fsck, df, ...).
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10.3. example: using lvm

Thisexample shows how you can use adevice (in this case/dev/sdc, but it could have
been /dev/sdb or any other disk or partition) with Ilvm, how to create a volume group
(vg) and how to create and use alogical volume (vg/lvol0).

First thing to do, is create physical volumes that can join the volume group with
pvcreate. This command makes a disk or partition available for use in Volume
Groups. The screenshot shows how to present the SCSI Disk deviceto LVM.

root @RHEL4: ~# pvcreate /dev/sdc
Physi cal volune "/dev/sdc" successfully created

Note for home users: Ivm will work fine when using the complete disk, but another
oper ating system on the same computer will not recognize lvm and will mark the disk
as being empty! You can avoid this by creating a partition that spans the whole disk,
then run pvcreate on the partition instead of the disk.

Then vgcreate creates a volume group using one device. Note that more devices
could be added to the volume group.

root @RHEL4: ~# vgcreate vg /dev/sdc
Vol ume group "vg" successfully created

The last step lvcreate creates alogical volume.

root @RHEL4: ~# | vcreate --size 500m vg
Logi cal volume "Ivol 0" created

The logical volume /dev/vg/IvolO can now be formatted with ext2, and mounted for
normal use.

r oot @RHELv4u2: ~# nke2fs -nD -j /dev/vg/lvolO0
nke2fs 1.35 (28-Feb-2004)

Fil esystem | abel =

CS type: Linux

Bl ock size=1024 (| og=0)

Fragnment size=1024 (| og=0)

128016 i nodes, 512000 bl ocks

0 bl ocks (0.00% reserved for the super user
First data bl ock=1

Maxi mum fil esystem bl ocks=67633152

63 bl ock groups

8192 bl ocks per group, 8192 fragnents per group
2032 i nodes per group

Super bl ock backups stored on bl ocks:

8193, 24577, 40961, 57345, 73729, 204801, 221185, 401409

Witing inode tables: done
Creating journal (8192 blocks): done
Witing superblocks and fil esystem accounting information: done
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This filesystemw || be automatically checked every 37 nounts or
180 days, whichever comes first. Use tune2fs -c or -i to override.
root @RHELv4u2: ~# nkdir /home/ project 10

root @RHELv4u2: ~# nount /dev/vg/lvol O /homre/ project 10/

root @RHELv4u2: ~# df -h | grep proj

/ dev/ mapper/vg-lvol0 485M 11M 474M 3%/ hone/ proj ect 10

A logical volumeisvery similar to apartition, it can be formatted with afile system,
and can be mounted so users can access it.
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10.4. example: extend a logical volume

A logical volume can be extended without unmounting the file system. Whether or
not a volume can be extended depends on the file system it uses. Volumes that are
mounted as vfat or ext2 cannot be extended, so in the example here we use the ext3
file system.

The fdisk command shows us newly added scsi-disksthat will serve our lvm volume.
This volume will then be extended. First, take alook at these disks.

[root @RHELS5 ~]# fdisk -1 | grep sd[bc]

Di sk /dev/sdb doesn't contain a valid partition table
Di sk /dev/sdc doesn't contain a valid partition table
Di sk /dev/sdb: 1181 MB, 1181115904 bytes

Di sk /dev/sdc: 429 MB, 429496320 bytes

Y ou already know how to partition a disk, below the first disk is partitioned (in one
big primary partition), the second disk is left untouched.

[root @RHEL5 ~]# fdisk -1 | grep sd[bc]

Di sk /dev/sdc doesn't contain a valid partition table

Di sk /dev/sdb: 1181 MB, 1181115904 bytes

/ dev/ sdbl 1 143 1148616 83 Linux
Di sk /dev/sdc: 429 MB, 429496320 bytes

You aso know how to prepare disks for lvm with pvcreate, and how to create a
volume group with vgcreate. This example adds both the partitioned disk and the
untouched disk to the volume group named vg2.

[root @RHELS ~] # pvcreate /dev/sdbl

Physi cal vol ume "/dev/sdbl" successfully created
[root @RHELS ~] # pvcreate /dev/sdc

Physi cal vol ume "/dev/sdc" successfully created
[root @RHELS ~]# vgcreate vg2 /dev/sdbl /dev/sdc

Vol une group "vg2" successfully created

You can use pvdisplay to verify that both the disk and the partition belong to the
volume group.

[root @RHEL5 ~]# pvdisplay | grep -Bl vg2

PV Name / dev/ sdbl
VG Nane vg2

PV Name / dev/ sdc
VG Nane vg2

Andyou arefamiliar both withthelvcr eate commandto createasmall logical volume
and the mke2fs command to put ext2 on it.
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[root @RHELS ~]# |vcreate --size 200m vg2
Logi cal volume "lvol 0" created
[root @RHELS ~] # nke2fs -nR0 -j /dev/vg2/lvolO

Asyou see, we end up with amounted logical volume that according to df is almost
200 megabytein size.

[root @RHEL5 ~]# nkdir /hone/resizetest
[root @RHEL5 ~]# nount /dev/vg2/1vol O /home/resizetest/
[root @RHELS ~]# df -h | grep resizetest
194M 5.6M 149M 4%/ hone/ resi zet est

Extending the volume is easy with Ivextend.

[root @RHELS ~]# | vextend -L +100 /dev/vg2/lvolO
Ext endi ng | ogi cal volume Ivol0 to 300.00 MB
Logi cal volume |vol 0 successfully resized

But as you can see, there is asmall problem: it appears that df is not able to display
the extended volume in itsfull size. Thisis because the filesystem isonly set for the
size of the volume before the extension was added.

[root @RHELS ~]# df -h | grep resizetest
194M 5.6M 149M 4%/ hone/ resi zet est

With Ivdisplay however we can see that the volume is indeed extended.

[root @RHELS ~] # | vdisplay /dev/vg2/lvolO | grep Size
LV Size 300. 00 MB

To finish the extension, you need resize2fs to span the filesystem over the full size
of thelogical volume.

[root @RHEL5 ~]# resize2fs /dev/vg2/1lvol 0

resi ze2fs 1.39 (29-May-2006)

Fil esystem at /dev/vg2/lvol 0O is nounted on /home/resizetest; on-line re\
sizing required

Performing an on-line resize of /dev/vg2/lvol0 to 307200 (1k) bl ocks.
The fil esystemon /dev/vg2/Ivol0 is now 307200 bl ocks | ong.

Congratulations, you just successfully expanded alogical volume.

[root @RHELS ~]# df -h | grep resizetest
291M 6.1M 225M 3%/ hone/resi zet est
[ root @RHELS ~] #
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10.5. example: resize a physical Volume

This is a humble demonstration of how to resize a physical Volume with lvm (after
you resize it with fdisk). The demonstration starts with a 100MB partition named /
dev/sdel. We used fdisk to create it, and to verify the size.

[root @RHELS5 ~]# fdisk -1 2>/dev/null | grep sdel
/ dev/ sdel 1 100 102384 83 Linux
[root @GRHELS ~] #

Now we can use pvcreate to create the Physical Volume, followed by pvs to verify
the creation.

[root @RHELS ~] # pvcreate /dev/sdel

Physi cal vol ume "/dev/sdel" successfully created
[root @RHELS ~]# pvs | grep sdel

/ dev/ sdel lvne -- 99. 98M 99. 98M
[ root @GRHELS ~] #

The next step is ti use fdisk to enlarge the partition (actually deleting it and then
recreating /dev/sdel with more cylinders).

[root @GRHEL5 ~]# fdi sk /dev/sde
Command (mfor help): p

Di sk /dev/sde: 858 MB, 858993152 bhytes
64 heads, 32 sectors/track, 819 cylinders
Units = cylinders of 2048 * 512 = 1048576 bytes

Devi ce Boot Start End Bl ocks Id System
/ dev/ sdel 1 100 102384 83 Linux

Command (m for help): d
Sel ected partition 1

Command (m for help): n
Conmmand acti on
e ext ended
p primary partition (1-4)
p
Partition number (1-4):
Val ue out of range.
Partition nunber (1-4): 1
First cylinder (1-819, default 1):
Using default value 1
Last cylinder or +size or +sizeMor +sizeK (1-819, default 819): 200

Command (m for help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.
Synci ng di sks.
[root @GRHEL5 ~] #
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When we now use fdisk and pvs to verify the size of the partition and the Physical
Volume, then thereis asize difference. LVM is still using the old size.

[root @RHELS5 ~]# fdisk -1 2>/dev/null | grep sdel
/ dev/ sdel 1 200 204784 83 Linux
[root @RHELS ~]# pvs | grep sdel

/ dev/ sdel lvn2 -- 99. 98M 99. 98M

[ root @GRHELS ~] #

Executing pvresize on the Physical Volume will make lvm aware of the size change
of the partition. The correct size can be displayed with pvs.

[root @RHELS ~] # pvresize /dev/sdel

Physi cal vol unme "/dev/sdel" changed

1 physical volume(s) resized / 0 physical volune(s) not resized
[root @RHELS ~]# pvs | grep sdel

/ dev/ sdel lvn2 -- 199. 98M 199. 98M
[ root @GRHELS ~] #
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10.6. example: mirror a logical volume

We start by creating three physical volumesfor lvm. Then we verify the creation and
the size with pvs. Three physical disks because lvm uses two disks for the mirror and
athird disk for the mirror log!

[root @RHELS ~] # pvcreate /dev/sdb /dev/sdc /dev/sdd
Physi cal vol ume "/dev/sdb" successfully created
Physi cal vol ume "/dev/sdc" successfully created
Physi cal vol ume "/dev/sdd" successfully created

[ root @RHELS ~] # pvs

PV VG Fnmt Attr PSize PFr ee

/ dev/ sdb lvnR - - 409. 60M 409. 60M
/ dev/ sdc lvnR -- 409. 60M 409. 60M
/ dev/ sdd lvnR -- 409. 60M 409. 60M

Then we create the Volume Group and verify again with pvs. Notice how the three
physical volumes now belong to vg33, and how the size is rounded down (in steps
of the extent size, here 4AMB).

[root @RHELS ~]# vgcreate vg33 /dev/sdb /dev/sdc /dev/sdd
Vol une group "vg33" successfully created
[root @GRHELS ~] # pvs

PV VG Fnt Attr PSize PFr ee
/dev/ sda2 Vol G oup00 |vn2 a- 15. 88G 0
/dev/sdb  vg33 lvn2 a- 408. 00M 408. 00M
/ dev/ sdc vg33 lvn2 a- 408. 0O0M 408. 0O0M
/dev/sdd  vg33 lvn2 a- 408. 00M 408. 00M

[ root @GRHELS ~] #

Thelast step isto createthe Logica Volumewith Ivcr eate. Notice the-m 1 switchto
create one mirror. Notice also the changein free spacein all three Physical Volumes!

[root @RHELS ~]# lvcreate --size 300m-n Ivmr -m1 vg33
Logi cal volume "lvnir" created
[ root @RHELS ~] # pvs

PV VG Fnt Attr PSize PFr ee

/ dev/ sda2 Vol G oup00 |vn2 a- 15. 88G 0

/ dev/ sdb vg33 lvnR a- 408. 0O0OM 108. 00M
/ dev/ sdc vg33 lvnR a- 408. 0O0OM 108. 00M
/ dev/ sdd vg33 lvnR a- 408. 00OM 404. 0O0OM

Y ou can see the copy status of the mirror with lvs. It currently shows a 100 percent

copy.

[root @RHELS ~]# lvs vg33/lvmr
LV VG  Attr LSi ze Oigin Snap% Move Log Copy%
lvmr vg33 mni -ao 300. 00M I vmir_m og 100. 00
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10.7. example: snapshot a logical volume

A snapshot isavirtual copy of al the dataat a point in time on avolume. A snapshot
Logical Volume will retain a copy of all changed files of the snapshotted L ogical
Volume.

The example below creates a snapshot of the bigLV Logical Volume.

[root @RHELS ~]# |vcreate -L100M -s -n snapLV vg42/ bi gLV
Logi cal vol ume "snapLV"' created
[ root @GRHELS ~] #

You can see with lvs that the snapshot snapLV is indeed a snapshot of bigLV.
Moments after taking the snapshot, there are few changesto bigLV (0.02 percent).

[root @RHELS ~] # |vs

LV VG Attr LSi ze Oigin Snap% Mve Log Copy%
bi gLV vg42 owi -a- 200.00M
snapLV  vg42 swi -a- 100. 00M bi gLV 0.02

[ root @GRHELS ~] #

But after using bigLV for awhile, more changes are done. This means the snapshot
volume has to keep more original data (10.22 percent).

[root @RHELS ~]# lvs | grep vg42

bi gLV vg42 owi -ao 200. 00M

snhapLV  vg42 swi -a- 100. 00M bi gLV  10.22
[ root @GRHELS ~] #

You can now use regular backup tools (dump, tar, cpio, ...) to take a backup of the
snapshot Logical Volume. This backup will contain all data as it existed on bigLV
at the time the snapshot was taken. When the backup is done, you can remove the
snapshot.

[root @RHELS ~] # | vrenove vg42/ snapLV

Do you really want to renove active logical volune "snapLV'? [y/n]: y
Logi cal volune "snapLV' successfully renoved

[ root @GRHELS ~] #
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10.8. verifying existing physical volumes

lvmdiskscan

To get alist of block devices that can be used with LVM, use lvmdiskscan. The
example below uses grep to limit the result to SCSI devices.

[root @RHELS ~] # | vndi skscan | grep sd

/ dev/ sdal [ 101. 94 MB]
/ dev/ sda2 [ 15.90 GB] LWM physical vol une
/ dev/ sdb [ 409. 60 MB]
/ dev/ sdc [ 409. 60 MB]
/ dev/ sdd [ 409. 60 MB] LWM physical vol une
/ dev/ sdel [ 95. 98 MB]
/ dev/ sdeb5 [ 191. 98 MB]
/ dev/ sdf [ 819.20 MB] LVM physical vol une
/ dev/ sdgl [ 818. 98 MB]

[root @GRHELS ~] #

pvs

The easiest way to verify whether devicesare known to lvmiswith the pvs command.
The screenshot below shows that only /dev/sda2 is currently known for use with
LVM. It shows that /dev/sda2 is part of Volgroup00 and is almost 16GB in size. It
also shows /dev/sdc and /dev/sdd as part of vg33. The device /dev/sdb is knwon to
Ivm, but not linked to any Volume Group.

[root @RHELS ~] # pvs
PV VG Fnt Attr PSize PFr ee
/ dev/ sda2 Vol G oup00 |vn2 a- 15. 88G 0
/ dev/ sdb lvn2 -- 409. 60M 409. 60M
/ dev/ sdc vg33 lvnR a- 408. 0O0OM 408. 00M
/ dev/ sdd vg33 lvnR a- 408. 00OM 408. 00M
[ root @GRHELS ~] #

pvscan

The pvscan command will scan all disks for existing Physical Volumes. The
information is similar to pvs, plus you get aline with total sizes.

[root @GRHEL5 ~]# pvscan

PV / dev/ sdc VG vg33 lvn2 [408.00 MB / 408.00 MB free]
PV / dev/ sdd VG vg33 lvn2 [408.00 MB / 408.00 MB free]
PV /dev/sda2 VG Vol G oup00 Ivn2 [15.88 GB/ O free]

PV /dev/sdb | vi2 [409. 60 MB]

Total: 4 [17.07 GB] / in use: 3 [16.67 GB] / in no VG 1 [409.60 MB]
[root @GRHEL5 ~] #
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pvdisplay

Use pvdisplay to get more information about physical volumes. Y ou can aso use
pvdisplay without an argument to display information about all physical (Ivm)
volumes.

[root @GRHEL5 ~]# pvdi spl ay /dev/sda2
--- Physical volunme ---

PV Nane / dev/ sda2

VG Nare Vol Gr oup00

PV Si ze 15.90 GB / not usable 20.79 MB

Al | ocat abl e yes (but full)

PE Size (KByte) 32768

Total PE 508

Free PE 0

Al |l ocated PE 508

PV UUI D TobYf p- GggO0- Rf 8r - xt Ld- 5XgN- RSPc- 8vk THD

[root @GRHEL5 ~] #

91



logical volume management

10.9. verifying existing volume groups

VgsS
Similar to pvs is the use of vgs to display a quick overview of al volume groups.
There is only one volume group in the screenshot below, it is named Vol Group00
and isalmost 16GB in size.
[root @RHELS ~] # vgs
VG #PV #LV #SN Attr  VSize VFree
Vol Gr oup00 1 2 0 wz--n- 15.88G 0
[root @GRHELS ~] #
vgsScan
The vgscan command will scan all disks for existing Volume Groups. It will also
update the /etc/lvm/.cachefile. Thisfile containsalist of all current lvm devices.
[ root @RHELS ~] # vgscan
Readi ng all physical volunes. This nay take a while...
Found vol une group "Vol G oup00" using netadata type |vnR
[ root @GRHELS ~] #
LVM will run the vgscan automatically at boot-up, so if you add hot swap devices,
then you will need to run vgscan to update /etc/lvm/.cache with the new devices.
vgdisplay

The vgdisplay command will give you more detailed information about a volume
group (or about al volume groupsif you omit the argument).

[root @GRHEL5 ~] # vgdi spl ay Vol G oup00
- Vol une group ---

VG Nare Vol Gr oup00
System | D

For mat | v

Met adat a Ar eas 1

Met adat a Sequence No 3

VG Access read/wite
VG St at us resi zabl e
MAX LV 0

Cur LV 2

Open LV 2

Max PV 0

Cur PV 1

Act PV 1

VG Si ze 15.88 GB
PE Si ze 32.00 MB
Total PE 508
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Alloc PE/ Size 508 / 15.88 GB
Free PE/ Size 0/ 0
VG UU D gsXvJb-71qV- 9l 7U-i shX- FobM qpt E- VXKl g

[ root @RHELS ~] #
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10.10. verifying existing logical volumes

lvs
Uselvsfor aquick look at all existing logical volumes. Below you can seetwo logical
volumes named LogV ol00 and LogVol01.
[root @RHEL5 ~]# |vs
LV VG Attr LSize Oigin Snap% Myve Log Copy%
LogVol 00 Vol Group00 -wi -ao 14. 88G
LogVol 01 Vol Group00 -wi-ao 1.00G
[root @GRHELS ~] #
lvscan
The lvscan command will scan al disks for existing Logical Volumes.
[root @RHELS ~] # | vscan
ACTI VE '/ dev/ Vol G- oup00/ LogVol 00" [14.88 GB] inherit
ACTI VE '/ dev/ Vol G- oup00/ LogVol 01' [1.00 GB] inherit
[root @RHELS ~] #
lvdisplay

More detailed information about logical volumes is available through the
Ivdisplay(1) command.

[root @RHELS ~] # | vdi spl ay Vol G- oup00/ LogVol 01
--- Logical volume ---

LV Nane / dev/ Vol Gr oup00/ LogVol 01
VG Nane Vol Gr oup00

LV UU D RNTGK6- xWsi -t 530- ksJx- 7cax- co5c- ALKl Dp
LV Wite Access read/ wite

LV Status avai l abl e

# open 1

LV Size 1.00 GB

Current LE 32

Segnent s 1

Al | ocation i nherit

Read ahead sectors 0

Bl ock device 253:1

[root @GRHELS ~]#
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10.11. manage physical volumes

pvcreate

Use the pvcr eate command to add devices to Ivm. This example shows how to add
adisk (or hardware RAID device) to lvm.

[root @RHELS ~]# pvcreate /dev/sdb
Physi cal volune "/dev/sdb" successfully created
[root @GRHELS ~] #

This example shows how to add a partition to lvm.

[root @GRHEL5 ~]# pvcreate /dev/sdcl
Physi cal vol ume "/dev/sdcl" successfully created
[root @GRHEL5 ~] #

Y ou can aso add multiple disks or partitions astarget to pvcreate. This example adds
three disksto lvm.

[root @RHELS ~] # pvcreate /dev/sde /dev/sdf /dev/sdg
Physi cal vol ume "/dev/sde" successfully created
Physi cal vol ume "/dev/sdf" successfully created
Physi cal vol ume "/dev/sdg" successfully created

[ root @GRHELS ~] #

pvremove

Use the pvremove command to remove physical volumes from lvm. The devices
may not bein use.

[root @RHELS ~] # pvrenove /dev/sde /dev/sdf /dev/sdg
Label s on physical volume "/dev/sde" successfully w ped
Label s on physical volume "/dev/sdf" successfully wi ped
Label s on physical volume "/dev/sdg" successfully w ped
[ root @RHELS ~] #

pvresize

When you used fdisk to resize a partition on a disk, then you must use pvresize to
make lvm recognize the new size of the physical volume that representsthis partition.

[root @RHELS ~] # pvresize /dev/sdel
Physi cal vol une "/dev/sdel" changed
1 physical volume(s) resized / 0 physical volune(s) not resized
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pvchange

With pvchangeyou can prevent the all ocation of aPhysical Volumeinanew Volume
Group or Logical Volume. This can be useful if you plan to remove a Physical
Volume.

[root @GRHEL5 ~]# pvchange -xn /dev/sdd

Physi cal vol une "/dev/sdd" changed

1 physical volune changed / 0 physical volunes not changed
[root @GRHEL5 ~] #

To revert your previous decision, this example shows you how te re-enable the
Physical Volumeto allow alocation.

[ root @RHELS ~] # pvchange -xy /dev/sdd

Physi cal vol une "/dev/sdd" changed

1 physical volume changed / 0 physical volunes not changed
[root @GRHELS ~]#

pvmove

With pvmove you can move Logica Volumes from within a Volume Group to
another Physical Volume. This must be done before removing a Physical VVolume.

[root @RHEL5 ~]# pvs | grep vgl
/ dev/ sdf vgl lvnR a- 816. 00M 0
/ dev/ sdg vgl lvnR a- 816. 00M 816. OOM
[ root @RHELS5 ~]# pvnove /dev/ sdf
/ dev/ sdf: Moved: 70.1%
/ dev/ sdf: Moved: 100. 0%
[root @RHEL5 ~]# pvs | grep vgl
/ dev/ sdf vgl lvnR a- 816. 00M 816. OOM
/ dev/ sdg vgl lvnR a- 816. 00M 0
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10.12. manage volume groups

vgcreate

Use the vgcr eate command to create avolume group. Y ou can immediately name all
the physical volumes that span the volume group.

[root @RHELS ~] # vgcreate vg42 /dev/sde /dev/ sdf
Vol une group "vg42" successfully created
[ root @GRHELS ~] #

vgextend

Use the vgextend command to extend an existing volume group with a physical
volume.

[root @RHELS ~]# vgextend vg42 /dev/ sdg
Vol une group "vg42" successfully extended
[root @RHELS ~] #

vgremove

Usethe vgremove command to remove volume groups from lvm. The volume groups
may not bein use.

[root @GRHEL5 ~]# vgrenove vg42
Vol ume group "vg42" successfully renoved
[root @GRHEL5 ~] #

vgreduce
Use the vgreduce command to remove a Physical Volume from the Volume Group.

The following example adds Physical Volume /dev/sdg to the vgl Volume Group
using vgextend. And then removes it again using vgreduce.

[root @GRHEL5 ~]# pvs | grep sdg

/ dev/ sdg v -- 819. 20M 819. 20M
[root @GRHEL5 ~]# vgextend vgl /dev/sdg

Vol ume group "vgl" successful |l y extended
[root @GRHEL5 ~]# pvs | grep sdg

/dev/sdg vgl lvn2 a- 816. 00M 816. 0O0OM
[root @GRHEL5 ~]# vgreduce vgl /dev/sdg

Renmoved "/dev/sdg" from vol ume group "vgl"
[root @GRHEL5 ~]# pvs | grep sdg
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/ dev/ sdg lvn2 -- 819. 20M 819. 20M

vgchange
Use the vgchange command to change parameters of aVolume Group.

This example shows how to prevent Physical Volumes from being added or removed
to the Volume Group vgl.

[root @GRHEL5 ~]# vgchange -xn vgl

Vol ume group "vgl" successfully changed
[root @GRHEL5 ~]# vgextend vgl /dev/sdg

Vol ume group vgl is not resizable.

Y ou can also use vgchange to change most other properties of aVolume Group. This
example changes the maximum number of Logical Volumes and maximum number
of Physical Volumesthat vgl can serve.

[root @RHEL5 ~]# vgdisplay vgl | grep -i max
MAX LV 0
Max PV 0
[root @RHEL5 ~]# vgchange -116 vgl
Vol une group "vgl" successfully changed
[root @RHEL5 ~]# vgchange -p8 vgl
Vol une group "vgl" successfully changed
[root @RHEL5 ~]# vgdisplay vgl | grep -i max

MAX LV 16
Max PV 8
vgmerge

Merging two Volume Groupsinto oneisdone with vgmer ge. The following example
merges vg2 into vgl, keeping all the properties of vgl.

[root @RHEL5 ~]# vgnerge vgl vg2
Vol une group "vg2" successfully nerged into "vgl"
[root @RHELS ~] #
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10.13. manage logical volumes

lvcreate

Use the lvcreate command to create Logical Volumes in a Volume Group. This
example creates an 8GB Logica Volume in VVolume Group vg42.

[root @RHELS ~]# |vcreate -L5G vg42
Logi cal volune "lvol 0" created
[root @GRHELS ~] #

As you can see, lvm automatically names the Logical Volume lvolO. The next
example creates a 200MB Logica Volume named MyLV in Volume Group vg42.

[root @RHELS ~]# |vcreate -L200M -nM/LV vg42
Logi cal volume "MyLV' created
[ root @RHELS ~] #

The next example does the same thing, but with different syntax.

[root @RHELS ~]# |vcreate --size 200M -n MLV vg42
Logi cal volume "MyLV' created
[ root @GRHELS ~] #

This example creates a Logical Volume that occupies 10 percent of the Volume
Group.

[root @RHEL5 ~]# |vcreate -1 10%W/G -n MyLV2 vg42
Logi cal vol ume "MLV2" created
[ root @GRHELS ~] #

This example creates a Logical Volume that occupies 30 percent of the remaining
free space in the VVolume Group.

[root @RHELS ~]# lvcreate -1 30%REE -n MyLV3 vg42
Logi cal volune "MyLV3" created
[root @GRHELS ~] #

lvremove

Use the Ivremove command to remove Logical Volumes from a Volume Group.
Removing aLogical Volume requires the name of the Volume Group.

[root @RHELS ~] # | vrenove vg42/ MyLV
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Do you really want to renove active |logical volume "M/LV'? [y/n]: vy
Logi cal volume "M/LV' successfully renmoved
[ root @GRHELS ~] #

Removing multiple Logical Volumes will request confirmation for each individual
volume.

[root @RHELS ~] # | vrenmove vg42/ MLV vg42/ MyLV2 vg42/ MyLV3

Do you really want to renove active |logical volume "M/LV'? [y/n]: vy
Logi cal volume "M/LV' successfully renmoved

Do you really want to renove active |ogical volume "MyLV2"? [y/n]: y
Logi cal vol ume "M/LV2" successfully renoved

Do you really want to renove active |ogical volume "MyLV3"? [y/n]: y
Logi cal vol ume "My/LV3" successfully renoved

[ root @GRHELS ~] #

lvextend

Extending the volumeiseasy with Ivextend. This example extendsa200MB L ogical
Volume with 100 MB.

[root @GRHEL5 ~]# |vdisplay /dev/vg2/lvol0 | grep Size
LV Si ze 200. 00 MB

[root @GRHEL5 ~]# | vextend -L +100 /dev/vg2/1volO
Ext endi ng | ogi cal volume Ivol0 to 300.00 MB
Logi cal volume Ivol 0 successfully resized

[root @GRHEL5 ~]# |vdisplay /dev/vg2/lvol0 | grep Size
LV Si ze 300. 00 MB

The next example creates a 100MB Logical Volume, and then extends it to 500MB.

[root @GRHEL5 ~]# |vcreate --size 100M-n extLV vg42
Logi cal volume "extLV' created

[root @GRHEL5 ~]# | vextend -L 500M vg42/ ext LV
Ext endi ng | ogi cal vol une extLV to 500.00 MB
Logi cal vol ume extLV successfully resized

[root @GRHEL5 ~] #

This example doubles the size of aLogical Volume.

[root @RHELS ~]# | vextend -1+100%.V vg42/ extLV
Ext endi ng | ogi cal vol ume extLV to 1000.00 MB
Logi cal vol ume extLV successfully resized

[ root @GRHELS ~] #

lvrename

Renaming a Logica Volume is done with lvrename. This example renames extLV
to bigLV in the vg42 Volume Group.
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[root @RHELS ~] # | vrename vg42/ ext LV vg42/ bi gLV
Renamed "extLV' to "bigLV' in volume group "vg42"
[ root @RHELS ~] #
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10.14. practice : lvm

1. Createavolume group that contains acompl ete disk and a partition on another disk.

2. Create two logical volumes (a small one and a bigger one) in this volumegroup.
Format them wih ext3, mount them and copy some files to them.

3. Verify usage with fdisk, mount, pvs, vgs, Ivs, pvdisplay, vgdisplay, lvdisplay and
df. Does fdisk give you any information about lvm?

4. Enlarge the small logical volume by 50 percent, and verify your work!
5. Take alook at other commands that start with vg* , pv* or Iv*.

6. Create amirror and a striped Logical Volume.

7. Convert alinear logical volumeto amirror.

8. Convert amirror logical volumeto alinear.

9. Create asnapshot of aLogical Volume, take abackup of the snapshot. Then delete
some files on the Logical Volume, then restore your backup.

10. Move your volume group to another disk (keep the Logical Volumes mounted).

11. If time permits, split a Volume Group with vgsplit, then merge it again with
vgmerge.
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client.
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11.1.

11.2.

ISCSI terminology

iISCSI is a protocol that enables SCSI over IP. This means that you can have
local SCSI devices (like /dev/sdb) without having the storage hardware in the local
computer.

The computer holding the physical storage hardwareiscalledtheiSCSI Tar get. Each
individual addressable iSCSI device on the target server will get aL UN number.

The iSCSI client computer that is connecting to the Target server is called an
Initiator. An initiator will send SCSI commands over IP instead of directly to the
hardware. The Initiator will connect to the Target.

ISCSI target installation

Installing the software for the target server requires iscsitarget on Ubuntu and
Debian, and an extraiscsitar get-dkms for the kernel modules only on Debian.

root @ebby6: ~# aptitude install iscsitarget
The foll owi ng NEW packages wi Il be install ed:
i scsitarget
0 packages upgraded, 1 newy installed, O to renpve and 0 not upgraded.
Need to get 69.4 kB of archives. After unpacking 262 kB will be used
Get:1 http://ftp.bel net. be/debi an/ squeeze/nmain iscsitarget i386 1.4.20.2-1 [69.4 kB]
Fetched 69.4 kB in 0s (415 kB/s)
Sel ecting previously desel ected package iscsitarget.
(Readi ng database ... 36441 files and directories currently installed.)
Unpacking iscsitarget (from.../iscsitarget_1.4.20.2-1_i386.deb) ...
Processing triggers for man-db ...
Setting up iscsitarget (1.4.20.2-1) ...
iscsitarget not enabled in "/etc/default/iscsitarget”, not starting... ... (warning).

On Debian 6 you will aso need aptitude install iscsitarget-dkms for the kernel
modules, on Debian 5 this is aptitude install iscsitarget-modules-"uname -a'.
Ubuntu includes the kernel modules in the main package.

The iSCS target server is disabled by default, so we enable it.

root @ebby6: ~# cat /etc/default/iscsitarget
| SCSI TARGET_ENABLE=f al se

root @ebby6: ~# vi /etc/default/iscsitarget
root @ebby6: ~# cat /etc/default/iscsitarget
| SCSI TARGET_ENABLE=t r ue
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11.3. ISCSIl target setup

You can use LVM volumes (/dev/md0/IvolQ), physical partitions (/dev/sda) ,raid
devices (/dev/mdO) or just plain files for storage. In this demo, we use files created
with dd.

This screenshot shows how to create three small files (100MB, 200MB and 300MB).

r oot @ebby6: ~# nkdir /iscsi

root @ebby6: ~# dd if=/dev/zero of=/iscsi/lunl.ing bs=1M count =100
100+0 records in

100+0 records out

104857600 bytes (105 MB) copied, 0.315825 s, 332 MB/s

root @ebby6: ~# dd if=/dev/zero of=/iscsi/lun2.inmg bs=1M count =200
200+0 records in

200+0 records out

209715200 bytes (210 MB) copied, 1.08342 s, 194 MB/s

r oot @ebby6: ~# dd if=/dev/zero of=/iscsi/lun3.inmg bs=1M count =300
300+0 records in

300+0 records out

314572800 bytes (315 MB) copied, 1.36209 s, 231 MB/s

We need to declare these threefilesasiSCSI targetsin /etc/iet/ietd.conf (used to be/
etc/ietd.conf).

r oot @ebby6: /etc/iet# cp ietd.conf ietd.conf.origina
r oot @ebby6: /etc/iet# > ietd. conf
root @ebby6: /etc/iet# vi ietd.conf
r oot @ebby6:/etc/iet# cat ietd.conf
Target iqgn.2010-02. be. | i nux-training: storage.|unl

I ncom ngUser isuser hunter2

Qut goi ngUser

Lun 0 Path=/iscsi/lunl.ing, Type=fileio

Alias LUN1

Target iqgn.2010-02. be. | i nux-training: storage. | un2
I ncom ngUser isuser hunter2

Qut goi ngUser

Lun O Path=/iscsi/lun2.ing, Type=fileio

Alias LUN2

Target iqgn.2010-02. be. | i nux-training: storage. | un3
I ncom ngUser isuser hunter2

Qut goi ngUser

Lun O Path=/iscsi/lun3.ing, Type=fileio

Alias LUN3

We also need to add our devicesto the /etc/initiator s.allow file.

r oot @ebby6:/etc/iet# cp initiators.allow initiators.allow original
r oot @ebby6: /etc/iet# >initiators.all ow

root @ebby6:/etc/iet# vi initiators.all ow

root @ebby6:/etc/iet# cat initiators.allow

i qn. 2010- 02. be. |l i nux-trai ni ng: storage. |l unl

i qn. 2010- 02. be. | i nux-trai ni ng: storage. | un2

i qn. 2010- 02. be. | i nux-trai ni ng: storage. | un3

Timeto start the server now:

root @ebby6:/etc/iet# /etc/init.d/iscsitarget start
Starting i SCSI enterprise target service:
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root @ebby6: /etc/iet#

Verify activation of the storage devicesin /proc/net/iet:

root @ebby6:/etc/iet# cat /proc/net/iet/volunme
tid: 3 nane:iqn.2010-02. be. | i nux-training: storage. | un3
lun:0 state:0 iotype:fileio ionode:wt blocks: 614400 bl ocksi ze:\
512 path:/iscsi/lun3.inyg
tid:2 name:iqgn.2010-02. be. | inux-training: storage. | un2
lun:0 state:0 iotype:fileio ionode:wt blocks: 409600 bl ocksi ze:\
512 path:/iscsi/lun2.inyg
tid:1 name:iqgn.2010-02. be.|inux-training:storage.|unl
lun:0 state:0 iotype:fileio ionode:wt blocks: 204800 bl ocksi ze:\
512 path:/iscsi/lunl.inyg
r oot @ebby6: /etc/iet# cat /proc/net/iet/session
tid: 3 nane:iqn.2010-02. be. | i nux-training: storage. | un3
tid:2 name:iqgn.2010-02. be. | inux-training: storage. | un2
tid:1 name:iqgn.2010-02. be. | inux-training:storage.|unl
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11.4. ISCSI client initiator setup

First weinstall the iISCSi client software (on another computer than the target).

root @bull04: ~# aptitude install open-iscsi
Readi ng package lists... Done
Bui | di ng dependency tree

Readi ng state information... Done
Readi ng extended state information
Initializing package states... Done

The foll owi ng NEW packages will be installed
open-i scsi open-iscsi-utils{a}

Then we set the iSCSI client to start automatically.

root @ibul104:/etc/iscsi# cp iscsid.conf iscsid.conf.origina
root @ibull104:/etc/iscsi# vi iscsid.conf

root @ibul104:/etc/iscsi# grep "“node.startup iscsid.conf
node. startup = autonatic

Or you could start it manually.

root @bul104:/etc/iscsi/nodes# /etc/init.d/ open-iscsi start
* Starting i SCSI initiator service iscsid

* Setting up i SCSI targets

root @ibull104:/etc/iscsi/nodes#

Now we can connect to the Target server and use iscsiadm to discover the devices
it offers:

root @bul104:/etc/iscsi# iscsiadm -mdiscovery -t st -p 192.168.1.31
192. 168. 1. 31: 3260, 1 i gn. 2010-02. be. | i nux-trai ni ng: st orage. | un2
192. 168. 1. 31: 3260, 1 i gn. 2010-02. be. | i nux-trai ni ng: storage. | unl
192. 168. 1. 31: 3260, 1 i gn. 2010-02. be. | i nux-trai ni ng: st orage. | un3

We can use the ssame iscsiadm to edit thefilesin /etc/iscsi/nodes/.

root @bull104:/etc/iscsi# i scsiadm-m node --targetnane "ign.2010-02. be. | i nu\
x-training: storage.lunl" --portal "192.168.1.31:3260" --op=update --nane no\
de. sessi on. aut h. aut hnet hod - - val ue=CHAP

root @bull104:/etc/iscsi# i scsiadm-m node --targetnane "ign.2010-02. be. | i nu\
x-training: storage.lunl" --portal "192.168.1.31:3260" --op=update --nane no\
de. sessi on. aut h. user name - -val ue=i suser

root @bul104:/etc/iscsi# i scsiadm-m node --targetnane "ign.2010-02. be. | i nu\
x-training: storage.lunl" --portal "192.168.1.31:3260" --op=update --nane no\
de. sessi on. aut h. password - -val ue=hunt er 2

Repeat the above for the other two devices.

Restart the initiator service to log in to the target.

r oot @bull04:/etc/iscsi/nodes# /etc/init.d/ open-iscsi restart
* Di sconnecting i SCSI targets
* Stopping i SCSI initiator service
* Starting i SCSI initiator service iscsid
* Setting up i SCSI targets

oloka

Use fdisk -I to enjoy three new iSCSI devices.

root @bull04:/etc/iscsi/nodes# fdisk -1 2> /dev/null | grep Disk
Di sk /dev/sda: 17.2 GB, 17179869184 bytes
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Di sk identifier: 0x0001983f
Di sk /dev/sdb: 209 MB, 209715200 bytes
Di sk identifier: 0x00000000
Di sk /dev/sdd: 314 MB, 314572800 bytes
Di sk identifier: 0x00000000
Di sk /dev/sdc: 104 MB, 104857600 bytes
Di sk identifier: 0x00000000

The Target (the server) now shows active sessions.

root @ebby6:/etc/iet# cat /proc/net/iet/session

tid: 3 nane:iqn.2010-02. be. | i nux-training: storage. | un3

si d: 5348024611832320 initiator:iqgn.1993-08. org. debi an: 01: 8983ed2d770
cid:0 ip:192.168.1.35 state: active hd: none dd: none

tid:2 name:iqgn.2010-02. be. | inux-training:storage.|un2

si d: 4785074624856576 initiator:iqgn.1993-08. org. debi an: 01: 8983ed2d770
cid:0 ip:192.168.1.35 state: active hd: none dd: none

tid:1 name:iqgn.2010-02. be.|inux-training:storage.|unl

si d: 5066549618344448 initiator:iqgn.1993-08. org. debi an: 01: 8983ed2d770
cid:0 ip:192.168.1.35 state: active hd: none dd: none

root @ebby6: /etc/iet#
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11.5. using ISCSI devices

Thereisno difference between using SCSI or iSCSI devicesoncethey are connected
partition, make filesystem, mount.

root @bull104:/etc/iscsi/nodes# history | tail -13
94 fdisk /dev/sdc
95 fdisk /dev/sdd
96 fdisk /dev/sdb
97 nke2fs /dev/sdbl
98 nke2fs -j /dev/sdcl
99 nkfs.ext4 /dev/sddl
100 nkdir /mt/isl
101 nkdir /mmt/is2
102 nkdir /mmt/is3
103 rmount /dev/sdbl /mt/isl
104 rount /dev/sdcl /mt/is2
105 nrount /dev/sddl /mt/is3
106 history | tail -13
root @bull104:/etc/iscsi/nodes# nount | grep is
/dev/sdbl on /mt/isl type ext2 (rw)
/dev/sdcl on /mt/is2 type ext3 (rw)
/dev/sddl on /mt/is3 type ext4 (rw)
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11.6. practice: iISCSI devices

1. Set up atarget (using an LVM and a SCSI device) and an initiator that connects
to both.
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11.7. solution: ISCSI devices

1. Set up atarget (using an LVM and a SCSI device) and an initiator that connects
to both.

Decide (with a partner) on a computer to be the Target and another computer to be
the Initiator.

On the Target computer:

First install iscsitarget using the standard tools for installing software in your
distribution. Then use your knowledge from the previous chapter to setup alogical
volume (/dev/vg/lvol0) and use the RAID chapter to setup /dev/md0. Then perform
the following step:

vi /etc/default/iscsitarget (set enable to true)

Add your devicesto /etcliet/ietf.conf

r oot @ebby6: /etc/iet# cat ietd.conf
Target iqn.2010-02. be. |inux-training:storage.|unl
I ncom ngUser isuser hunter2

Qut goi ngUser

Lun O Pat h=/dev/vg/lvol 0, Type=fileio

Alias LUN1
Target iqn.2010-02. be. | inux-training: storage.|un2
I ncom ngUser isuser hunter2

Qut goi ngUser

Lun O Pat h=/dev/ nd0, Type=fileio

Alias LUN2

Add both devicesto /etc/iet/initiators.allow

root @ebby6:/etc/iet# cat initiators.all ow
i gn. 2010- 02. be. | i nux-trai ni ng: storage. | unl
i gn. 2010- 02. be. | i nux-trai ni ng: st orage. | un2

Now start the iscsitarget daemon and move over to the Initiator.
On theInitiator computer:
Install open-iscsi and start the daemon.

Then use iscsiadm -m discovery -t st -p 'target-ip' to see the iscsi devices on the
Target.

Edit the files /etc/iscsi/nodes/ as shown in the book. Then restart the iSCSI daemon
and rund fdisk -l to see the iSCSI devices.
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12.1. boot terminology

post

bios

The exact order of things that happen when starting a computer system, depends on
the hardware architecture (Intel x86 is different from Sun Spar c etc), on the boot
loader (grub isdifferent fromlilo) and on the operating system (Linux, Solaris, BSD
etc). Most of this chapter isfocused on booting Linux on Intel x86 with grub.

A computer starts booting the moment you turn on the power (no kidding). Thisfirst
processiscalled post or power on self test. If all goeswell then thisleadsto the bios.
If al goes not so well, then you might hear nothing, or hear beeping, or see an error
message on the screen, or maybe see smoke coming out of the computer (burning
hardware smells bad!).

All Intel x86 computers will have a basic input/output system or bios to detect,
identify and initialize hardware. The bios then goes looking for a boot device. This
can be afloppy, hard disk, cdrom, network card or usb drive.

During the bios you can see a message on the screen telling you which key (often
Del or F2) to pressto enter the bios setup.

System Time:

/4
Enter
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openboot
Sun spar ¢ systems start with openboot to test the hardware and to boot the operating

system. Bill Callkinsexplainsopenboot in his Solaris System Administration books.
The details of openboot are not the focus of this course.

boot password
The bios allows you to set a password. Do not forget this password, or you will have

to open up the hardware to reset it. You can sometimes set a password to boot the
system, and another password to protect the bios from being modified.

boot device

Thebioswill look for aboot devicein the order configured in the bios setup. Usually
an operating system on a production server boots of a hard disk.

+Renovable Devices

master boot record

The master boot record or mbr isthefirst sector of ahard disk. The partitioning of
adisk in primary partitions, and the active partition are defined in the mbr.

The mbr is 512 bytes long and can be copied with dd.

dd i f=/dev/sda of =boot sect.nbr count=1 bs=512
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bootloader

The mbr is executed by the bios and contains either (a small) bootloader or code
to load abootloader.

Looking at the mbr with od can reveal information about the bootloader .

paul @ ai ka: ~$ sudo dd if=/dev/sda count=1 bs=16 skip=24 2>/dev/null]od -c
0000000 376 G R U B \0O0 G e o m\oO H a r d
0000020

There are a variety of bootloaders available, most common on Intel architecture
is grub, which is replacing lilo in many places. When installing Linux on sparc
architecture, you can choose silo, [tanium systems can use €lilo, IBM $/390 and
zSeries use Z/IPL, Alpha uses milo and Power PC architectures use yaboot (yet
another boot |oader).

Bootable cd's and dvd's often use syslinux.

kernel

Thegoal of al thisistoload an operating system, or rather the ker nel of an operating
system. A typical bootloader like grub will copy akernel from hard disk to memory,
and will then hand control of the computer to the kernel (execute the kernel).

Once the Linux kernel is loaded, the bootloader turns control over to it. From that
moment on, the kernel isin control of the system. After discussing bootloaders, we
continue with the init system that starts al the daemons.

12.2. grub

about grub

The most common bootloader on linux systems today is grub. On amost al Intel
based systems grub is replacing lilo (the Linux loader). Even Solaris switched to
grub on x86 architecture.

One of the big advantages of grub over lilo is the capability to change the
configuration during boot (by pressing e to edit the boot command line).

/boot/grub/menu.lst

grub's configuration file is caled menu.lst and is located in /boot/grub. The
screenshot below show the location and size of menu.lst on Debian.
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root @arry:~# |Is -1 /boot/grub/nenu.l st
-rwr--r-- 1 root root 5155 2009-03-31 18: 20 /boot/grub/ nenu. | st

/boot/grub/grub.conf

Some distributions like Red Hat Enterprise Linux 5 use grub.conf and provide
a symbolic link to menu.lst. This is the same file, only the name changed from
grub.conf to menu.Ist. Notice also in this screenshot that this file is a lot smaller
on Red Hat.

[root @RHEL52 grub]# |s -1 grub.conf nenu.lst
SITW- - - - - 1 root root 1346 Jan 21 04:20 grub. conf
I rwxrwxrwx 1 root root 11 Cct 11 2008 nenu.lst -> ./grub. conf

menu commands

The menu commands always have to be at the top of grub's configuration file.

default

The default command sets a default entry to start. The first entry has number O.

default O

fallback

In case the default does not boot, use the fallback entry instead.

fallback 1

timeout

The timeout will wait a number of seconds before booting the default entry.

timeout 5

hiddenmenu

The hiddenmenu will hide the grub menu unless the user presses Esc before the
timeout expires.
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hi ddennmenu

title
With title we can start anew entry or stanza.
title Debian Lenny

password

Y ou can add apasswor d to prevent interactive selection of aboot environment while
grub isrunning.

password --nd5 $1$Ec. i d/ $T2C2ahl / EG3VWVRRs mu/ HN/

Use the grub interactive shell to create the password hash.

gr ub> nd5crypt

Passwor d: ****x*x*
Encrypted: $1$Ec.i d/ $T2C2ahl / EGBWRRsnmu/ HN/

stanza commands

boot

kernel

Every operating system or kernel that you want to boot with grub will have a
stanza akaan entry of acouple of lines. Listed here are some of the common stanza
commands.

Technically the boot command is only mandatory when running the grub command
line. This command does not have any parameters and can only be set as the last
command of a stanza.

boot

The kernel command points to the location of the kernel. To boot Linux this means
booting agzip compressed zl mage or bzip2 compressed bzl mage.

This screenshot shows atypical kernel command used to load a Debian kernel.
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kernel /boot/vminuz-2.6.17-2-686 root=/dev/hdal ro

And thisis how Red Hat uses the ker nel command.

kernel /vminuz-2.6.18-128.el5 ro root=/dev/ Vol G oup00/ LogVol 00 rhgb qui et

initrd

Many Linux installations will need an initial ramdisk at boot time. This can be set
in grub with the initrd command.

Here a screenshot of Debian 4.0

initrd /boot/initrd.ing-2.6.17-2-686

And the same for Red Hat Enterprise Linux 5.3

initrd /initrd-2.6.18-128.¢el5.iny

root
The root command accepts the root device as a parameter.

The root command will point to the hard disk and partition to use, with hdO as the
first hard disk device and hd1 as the second hard disk device. The same numbering
is used for partitions, so hd0,0 is thefirst partition on the first disk and hd0,1 isthe
second partition on that disk.

root (hdo, 0)

savedefault

The savedefault command can be used together with default saved as a menu
command. This combination will set the currently booted stanza as the next default
stanza to boot.

default saved
ti meout 10

title Linux
root (hdo, 0)
kernel /boot/vminuz
savedef aul t
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title DOS

root (hdo, 1)
makeacti ve
chai nl oader +1
savedef aul t

chainloading

With grub booting, there are two choices. loading an operating system or
chainloading another bootloader. The chainloading feature of grub loads the
bootsector of a partition (that contains an operating system).

Some older operating systemsrequire aprimary partition that isset asactive. Only
one partition can be set active so grub can do thison thefly just before chainloading.

This screenshot shows how to set the first primary partition active with grub.

root (hdo, 0)
makeacti ve

Chainloading refers to grub loading another operating system's bootloader. The
chainloader switch receives one option: the number of sectorsto read and boot. For
DOS and OS/2 one sector is enough. Note that DOS requires the boot/root partition
to be active!

Here is a complete example to chainload an old operating system.

title M5-DOS 6. 22
root (hdo, 1)
nmakeacti ve
chai nl oader +1

stanza examples

Thisisascreenshot of atypical Debian 4.0 stanza.

title Debi an GNU Li nux, kernel 2.6.17-2-686

r oot (hdo, 0)

kernel /boot/vminuz-2.6.17-2-686 root=/dev/hdal ro
initrd /boot/initrd.ing-2.6.17-2-686

Here a screenshot of atypical Red Hat Enterprise Linux stanza.

title Red Hat Enterprise Linux Server (2.6.18-128.¢el5)
root (hdo, 0)
kernel /vminuz-2.6.18-98.el5 ro root=/dev/ Vol G oup00/ LogVol 00 r hgb qui et
initrd /initrd-2.6.18-98.¢el5.iny
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editing grub at boot time

At boot time, when the grub menu is displayed, you can type e to edit the current
stanza. This enables you to add parameters to the kernel.

One such parameter, useful when you lost the root password, issingle. Thiswill boot
the kernel in single user mode (although some distributions will still require you to
type the root password.

kernel /boot/vminuz-2.6.17-2-686 root=/dev/hdal ro single

Another option to reset aroot password isto use an init=/bin/bash parameter.

kernel /boot/vminuz-2.6.17-2-686 root=/dev/hdal ro init=/bin/bash

installing grub

Run the grub-install command to install grub. The command requires a destination
for overwriting the boot sector or mbr.

# grub-install /dev/hda

12.3. lilo

Linux loader

lilo used to be the most used Linux bootloader, but is steadily being replaced in x86
with grub.

lilo.conf

Hereis an example of atypical lilo.conf file. The delay switch receives a number in
tenths of a second. So the delay below is three seconds, not thirty!

boot = /dev/hda
delay = 30

imge = /boot/vminuz
root = /dev/hdal
| abel = Red Hat 5.2

i mmge = /boot/vminuz
root = /dev/hda2
label = SSU S.E. 8.0
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ot her = /dev/ hda4
tabl e = /dev/ hda
| abel = M5-DOS 6. 22

The configration file shows three example stanzas. The first one boots Red Hat from
thefirst partition on the first disk (hdal). The second stanza boots Suse 8.0 from the
next partition. The last one loads MS-DOS.

122



bootl oader

12.4. practice : bootloader

1. Make acopy of the kerndl, initrd and System.map filesin /boot. Put the copies also
in /boot but replace 2.6.x with 3.0 (just imagine that Linux 3.0 isout.).

2. Add astanzain grub for the 3.0 files. Make sure the title is different.
3. Set the boot menu timeout to 30 seconds.

4. Reboot and test the new stanza.
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12.5. solution : bootloader

1. Make acopy of the kerndl, initrd and System.map filesin /boot. Put the copies also
in /boot but replace 2.6.x with 3.0 (just imagine that Linux 3.0 isout.).

cd /boot

cp vminuz-2.6.18-8.el5 vminuz-3.0

cp initrd-2.6.18-8.el5.ing initrd-3.0.ing
cp System map-2.6.18-8.el1l5 System map-3.0

Do not forget the initrd fileendsin .img .

2. Add astanzain grub for the 3.0 files. Make sure the title is different.

[root @RHELS ~]# grep 3.0 /boot/grub/nenu.l st

title Red Hat Enterprise Linux Server (3.0)
kernel /vminuz-3.0 ro root=/dev/ Vol G oup00/ LogVol 00 rhgb qui et
initrd /initrd-3.0.ing

3. Set the boot menu timeout to 30 seconds.

[root @RHELS ~]# grep time /boot/grub/menu.l st
ti meout =30

4. Reboot and test the new stanza.
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13.1. about sysv init

Many Linux distributions useinit scriptsto start daemonsin the same way that Unix
System V did. This chapter will explain in detail how that works.

Init starts daemons by using scripts, where each script starts one daemon, and where
each script waits for the previous script to finish. This serial process of starting
daemons is slow, and although slow booting is not a problem on servers where
uptimeis measured in years, the recent uptake of Linux on the desktop resultsin user
complaints.

To improve Linux startup speed, Canonical has developed upstart, which was
first used in Ubuntu. Solaris also used init up to Solaris 9, for Solaris 10 Sun has
developed Service Management Facility. Both systems start daemons in parallel
and can replace the SysV init scripts. Thereis also an ongoing effort to create initng
(init next generation).

13.2. system init(ialization)

processid 1

Thekernel receives system control from the bootloader. After awhilethe kernel starts
the init daemon. The init daemon (/sbin/init) is the first daemon that is started and
receives processid 1 (PID 1). Init never dies.

configuration in /etc/inittab

When /sbin/init is started, it will first read its configuration file /etc/inittab. In that
file, it will look for the value of initdefault (3 in the screenshot below).

[paul @hel 4 ~]$ grep "id /etc/inittab
id:3:initdefault:

initdefault

The vaue found in initdefault indicates the default runlevel. Some Linux
distributions have a brief description of runlevelsin /etc/inittab, like here on Red Hat
Enterprise Linux 4.

Def ault runlevel. The runlevels used by RHS are:
0 - halt (Do NOT set initdefault to this)

1 - Single user node

2

#
#
#
# - Multiuser, without NFS (The sanme as 3, if you don't have network)
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- Full multiuser node

- unused

- X11

- reboot (Do NOT set initdefault to this)

HHHH
ook~ w

Runlevel 0 means the system is shutting down. Runlevel 1 is used for
troubleshooting, only the root user can log on, and only at the console. Runlevel 3
is typical for servers, whereas runlevel 5 is typical for desktops (graphical logon).
Besidesrunlevels 0, 1 and 6, the use may vary depending on the distribution. Debian
and derived Linux systems have full network and GUI logon on runlevels 2 to 5. So
always verify the proper meaning of runlevels on your system.

sysinit script

/etc/rc.d/rc.sysinit

The next linein /etc/inittab in Red Hat and derivativesis the following.

si::sysinit:/etc/rc.d/rc.sysinit

This means that independent of the selected runlevel, init will run the /etc/rc.d/
rc.sysinit script. This script initializes hardware, sets some basic environment,
populates /etc/mtab while mounting file systems, starts swap and more.

[paul @hel ~]$ egrep -e""# Ini" -e""# Sta" -e""# Che" /etc/rc.d/rc.sysinit
# Check SELi nux status

# Initialize hardware

# Start the graphical boot, if necessary; /usr may not be nounted yet...
# Initialiaze ACPl bits

# Check fil esystens

# Start the graphical boot, if necessary and not done yet.

# Check to see if SELinux requires a rel abel

# Initialize pseudo-random nunber generator

# Start up swappi ng.

# Initialize the serial ports.

That egrep command could also have been written with grep like this:

grep "M \(Ini\|Sta\|Che\)".

letc/init.d/rcS

Debian has the following line after initdefault.

si::sysinit:/etc/init.d/rcS
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The /etc/init.d/rcS script will aways run on Debian (independent of the selected
runlevel). The script is actually running al scripts in the /etc/rcS.d/ directory in
alphabetical order.

root @arry: ~# cat /etc/init.d/rcS

#! [ bin/sh

#

# rcS

#

# Call all S??* scripts in /etc/rcS.d/ in nunerical/al phabetical order
#

exec /etc/init.d/rc S

rc scripts

Init will continue to read /etc/inittab and meets this section on Debian Linux.

wait:/etc/init.d/rc
wait:/etcl/init.d/rc
wait:/etc/init.d/rc
wait:/etc/init.d/rc
wait:/etc/init.d/rc
wait:/etc/init.d/rc
wait:/etcl/init.d/rc

OUAWNEREO
oA WNRO

On Red Hat Enterprise Linux it isidentical except init.d isrc.d.

wait:/etc/rc.d/rc
wait:/etc/rc.d/rc
wait:/etc/rc.d/rc
wait:/etc/rc.d/rc
wait:/etc/rc.d/rc
wait:/etc/rc.d/rc
wait:/etc/rc.d/rc

U WNREO
oOUlhWN RO

In both cases, this means that init will start the rc script with the runlevel as the
only parameter. Actually /etc/inittab hasfields seperated by colons. The second field
determines the runlevel in which this line should be executed. So in both cases, only
one line of the seven will be executed, depending on the runlevel set by initdefault.

rc directories

When you take a look any of the /etc/rcX.d/ directories, then you will see alot of
(links to) scripts who's name start with either uppercase K or uppercase S.

[root @RHEL52 rc3.d]# |Is -1 | tail -4
lrwxrwxrwx 1 root root 19 COct 11 2008 S98hal daenobn -> ../init.d/ hal daenon
Irwxrwxrwx 1 root root 19 Oct 11 2008 S99firstboot -> ../init.d/firstboot
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I rwxrwxrwx 1 root root 11 Jan 21 04:16 S99l ocal -> ../rc.|ocal
I rwxrwxrwx 1 root root 16 Jan 21 04:17 S99smartd -> ../init.d/snmartd

The /etc/rcX.d/ directories only contain links to scripts in /etc/init.d/. Links allow
for the script to have a different name. When entering arunlevel, all scriptsthat start
with uppercase K or uppercase Swill be started in alphabetical order. Those that start
with K will be started first, with stop as the only parameter. The remaining scripts
with Swill be started with start as the only parameter.

All thisis done by the /etc/rc.d/rc script on Red Hat and by the /etc/init.d/r ¢ script
on Debian.

mingetty

mingetty in /etc/inittab

Almost at the end of /etc/inittab there is a section to start and respawn severd
mingetty daemons.

[root @RHEL4b ~]# grep getty /etc/inittab
# Run gettys in standard runlevels
1: 2345: respawn: / shi n/ m ngetty ttyl
2:2345: respawn: / sbin/m ngetty tty2
3:2345: respawn: / sbin/m ngetty tty3
4:2345: respawn: / sbin/ m ngetty tty4
5:2345: respawn: / sbin/ m ngetty tty5
6: 2345: respawn: / sbin/ m ngetty tty6

mingetty and /bin/login

This /sbin/mingetty will display a message on a virtual console and allow you to
type a userid. Then it executes the /bin/login command with that userid. The /bin/
login programwill verify whether that user existsin/etc/passwd and prompt for (and
verify) a password. If the password is correct, /bin/login passes control to the shell
listed in /etc/passwd.

respawning mingetty

The mingetty daemons are started by init and watched until they die (user exits the
shell and is logged out). When this happens, the init daemon will respawn a new
mingetty. So even if you kill amingetty daemon, it will be restarted automatically.

This example shows that init respawns mingetty daemons. Look at the PID's of the
last two mingetty processes.
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[root @RHEL52 ~]# ps -C mingetty

PID TTY TI ME C\VD
2407 ttyl 00: 00: 00 m ngetty
2408 tty2 00: 00: 00 m ngetty
2409 tty3 00: 00: 00 m ngetty
2410 tty4 00: 00: 00 m ngetty
2411 tty5 00: 00: 00 m ngetty
2412 tty6 00: 00: 00 m ngetty

When we Kill the last two mingettys, then init will notice this and start them again
(with adifferent PID).

[root @RHEL52 ~]# kill 2411 2412
[root @GRHEL52 ~]# ps -C mingetty

PID TTY TI ME CMD
2407 ttyl 00: 00: 00 m ngetty
2408 tty2 00: 00: 00 m ngetty
2409 tty3 00: 00: 00 m ngetty
2410 tty4 00: 00: 00 m ngetty
2821 tty5 00: 00: 00 m ngetty
2824 tty6 00: 00: 00 m ngetty

disabling a mingetty

You can disable a mingetty for a certain tty by removing the runlevel from the
second field in its line in /etc/inittab. Don't forget to tell init about the change of its
configuration file with kill -1 1.

The exampl e bel ow shows how to disable mingetty ontty3totty6 inrunlevels4 and 5.

root @RHEL52 ~]# grep getty /etc/inittab
Run gettys in standard runlevels

: 2345: respawn: / sbin/ m ngetty ttyl

1 2345: respawn: / sbi n/ m ngetty tty2

:23: respawn:/sbin/ mngetty tty3

:23: respawn: / sbin/ m ngetty tty4

:23: respawn: / sbin/ m ngetty tty5

[
#
1
2
3
4
5
6: 23: respawn: /shin/mngetty tty6

13.3. daemon or demon ?

A daemon isaprocess that runs in background, without alink to a GUI or terminal.
Daemons are usually started at system boot, and stay alive until the system shuts
down. In more recent technical writings, daemons are often refered to as services.

Unix daemons are not to be confused with demons. Evi Nemeth, co-author of the
UNIX System Administration Handbook has the following to say about daemons:

Many people equate the word "daemon” with the word "demon", implying some
kind of satanic connection between UNIX and the underworld. Thisis an egregious
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misunderstanding. "Daemon” is actually a much older form of "demon"; daemons
have no particular biastowardsgood or evil, but rather serveto help definea person's
character or personality. The ancient Greeks concept of a "personal daemon” was
similar to the modern concept of a "guardian angel” ....

13.4. starting and stopping daemons

TheK and S scripts are linksto thereal scriptsin/etc/init.d/. These can also be used
when the system is running to start and stop daemons (or services). Most of them
accept the following parameters. start, stop, restart, status.

For example in this screenshot we restart the samba daemon.

root @ai ka: ~# /etc/init.d/ sanba restart
* Stoppi ng Sanba daenons. .. [

K
* Starting Sanba daenons. .. [ &K

[E——

Y ou can achieve the same result on RHEL /Fedora with the ser vice command.

[root @RHEL4b ~]# service snb restart
Shutting down SMB services:

Shutting down NMB services:

Starting SMB services:

Starting NMB services:

RIIIIR

Y ou might also want to take alook at chkconfig, update-rc.d.

13.5. chkconfig

The purpose of chkconfig isto relieve system administrators of manually managing
al the links and scriptsin /etc/init.d and /etc/rcX.d/.
chkconfig --list

Here we use chkconfig to list the status of a service in the different runlevels. You
can see that the crond daemon (or service) isonly activated in runlevels 2 to 5.

[root @RHEL52 ~]# chkconfig --list crond
crond 0:of f 1:0ff 2:0n 3:0n 4:0n 5:0n 6:off

When you compare the screenshot above with the one below, you can see that off
equalsto aK link to the script, whereas on equalsto an Slink.
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[root @RHEL52 etc]# find ./rc?.d/ -nanme \*crond -exec Is -1 {} \;|cut -b40-
./rc0.d/ K60crond -> ../init.d/crond
./rcl.d/ K60Ocrond -> ../init.d/crond
./rc2.d/S90crond -> ../init.d/crond
./rc3.d/S90crond -> ../init.d/crond
./rcd.d/ S90crond -> ../init.d/crond
./rch5.d/S90crond -> ../init.d/crond
./rc6.d/ K60crond -> ../init.d/crond

runlevel configuration

Here you see how to use chkconfig to disable (or enable) a service in a certain
runlevel.

This screenshot shows how to disable crond in runlevel 3.

[root @RHEL52 ~]# chkconfig --1evel 3 crond off
[ root @RHEL52 ~]# chkconfig --list crond
crond O:of f 1:0off 2:0n 3:0ff 4:o0n 5:0n 6:off

This screenshot shows how to enable crond in runlevels 3 and 4.

[ root @RHEL52 ~]# chkconfig --level 34 crond on
[ root @RHEL52 ~]# chkconfig --1ist crond
crond O:of f 1:0off 2:0n 3:o0n 4:o0n 5:0n 6:off

chkconfig configuration

Every script in/etc/init.d/ can have (comment) linesto tell chkconfig what to do with
the service. The line with # chkconfig: contains the runlevels in which the service
should be started (2345), followed by the priority for start (90) and stop (60).

[root @RHEL52 ~]# head -9 /etc/init.d/crond | tail -5

# chkconfig: 2345 90 60

# description: cron is a standard UNI X program that runs user-specified
prograns at periodic scheduled tinmes. vixie cron adds a
nunber of features to the basic UNI X cron, including better
security and nore powerful configuration options.

H H H*

enable and disable services
Services can be enabled or disabled in all runlevels with one command. Runlevels

0, 1 and 6 are always stopping services (or caling the scripts with stop) even when
their name starts with uppercase S.

[root @RHEL52 ~]# chkconfig crond of f
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[ root @RHEL52 ~]# chkconfig --1ist crond

crond 0: of f 1: of f 2:of f 3:of f 4. of f 5: of f 6: of f
[ root @RHEL52 ~]# chkconfig crond on

[ root @RHEL52 ~]# chkconfig --1ist crond

crond 0: of f 1: of f 2:0n 3:0n 4:0n 5:0n 6: of f

13.6. update-rc.d

about update-rc.d

The Debian equivalent of chkconfig is called update-rc.d. Thistool is designed for
usein scripts, if you prefer agraphical tool then look at bum.

When there are existing links in /etc/rcX.d/ then update-r c.d does not do anything.
This is to avoid that post installation scripts using update-rc.d are overwriting
changes made by a system administrator.

root @arry: ~# update-rc.d cron renove
update-rc.d: /etc/init.d/cron exists during rc.d purge (use -f to force)

Asyou can see in the next screenshot, nothing changed for the cron daemon.

root @arry: ~# find /etc/rc?.d/ -nane '*cron' -exec Is -1 {} \;|cut -b44-
/etc/rc0.d/ Klicron -> ../init.d/cron
/etc/rcl.d/ Klicron -> ../init.d/cron
/etc/rc2.d/S89cron -> ../init.d/cron
/etc/rc3.d/S89cron -> ../init.d/cron
/etc/rc4.d/ S89cron -> ../init.d/cron
/etc/rch5.d/S89cron -> ../init.d/cron
/etc/rc6.d/ Klicron -> ../init.d/cron

removing a service

Here we remove cron from all runlevels. Remember that the proper way to disable
aserviceisto put K scriptsoin al runlevels!

root @arry: ~# update-rc.d -f cron renove
Renovi ng any systemstartup links for /etc/init.d/cron ...
/etc/rc0.d/ Kllcron
letc/rcl.d/ Kllcron
/etc/rc2.d/ S89cron
/etc/rc3.d/ S89cron
/etc/rc4a. d/ S89cron
/etc/rch. d/ S89cron
/etc/rc6.d/ Klicron
root @arry:~# find /etc/rc?.d/ -nane '*cron' -exec Is -l {} \;|cut -b44-
root @arry: ~#
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enable a service

This screenshot shows how to use update-rc.d to enable aservice in runlevels 2, 3,
4 and 5 and disable the servicein runlevels O, 1 and 6.

root @arry: ~# update-rc.d cron defaults

Addi ng system startup for /etc/init.d/cron ...
/fetc/rc0.d/ K20cron -> ../init.d/cron
fetc/rcl.d/ K20cron -> ../init.d/cron
/etc/rc6.d/ K20cron -> ../init.d/cron
/etc/rc2.d/ S20cron -> ../init.d/cron
/etc/rc3.d/ S20cron -> ../init.d/cron
/etc/rc4.d/ S20cron -> ../init.d/cron
/etc/rch5.d/ S20cron -> ../init.d/cron

customize a service

And hereisan example on how to set your custom configuration for the cron daemon.

root @arry: ~# update-rc.d -n cron start 11 2 3 45 . stop 89 01 6 .
Addi ng system startup for /etc/init.d/cron ...

/etc/rc0.d/ K89cron -> ../init.d/cron

/etc/rcl.d/ K89cron -> ../init.d/cron

/etc/rc6.d/ K89cron -> ../init.d/cron

/etc/rc2.d/Slicron -> ../init.d/cron

/etc/rc3.d/Slicron -> ../init.d/cron

/etc/rc4.d/ Slicron -> ../init.d/cron

/etc/rc5.d/ Slicron -> ../init.d/cron

13.7. bum

This screenshot shows bum in advanced mode.
Eile Services Help |

Summary Services | Startup and shutdown scriptsl

Activate | Service name | Single user| Run level 2*| Run level 3‘ Run level 4 [ Run level 5| Reboot | Halt | Running | =

|l TS =COTTITTarT | 2Ll 2£1 221 2£1 L=l |- H
fam K21 521 s21 s21 521 K21 K21 '-5)
ntp K23 523 523 523 523 K23 K23 g
atd K11l 589 s89 s89 589 K11 K11 '-3)
apache2 K08 591 591 591 581 KOS K09 e
apache-perl K91 591 s91 s91 591 K91 kK9l 2 —
m hnntelasn 2 =

cron: Runs system housekeeping chores on specified dates/times B

cron is a background process ("daemon') that runs programs at regular

intervals (for example, every minute, day, week or month); which _

processes are run and at what times are specified in the “crontab',

Users may also install crontabs so that processes are run on

their behalf, though this feature can be disabled or restricted to

particular users.

. Ad

o Apply Advanced ﬂguit
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13.8. runlevels

display the runlevel

Y ou can see your current runlevel with the runlevel or who -r commands.

The runlevel command istypical Linux and will output the previous and the current
runlevel. If there was no previous runlevel, then it will mark it with the letter N.

[ root @RHEL4b ~]# runl evel
N 3

The history of who -r dates back to Seventies Unix, it still works on Linux.

[root @RHEL4b ~]# who -r
run-level 3 Jul 28 09:15 | ast =S

changing the runlevel

Y ou can switch to another runlevel with thetelinit command. On Linux /shin/telinit
isusually a (hard) link to /sbin/init.

This screenshot shows how to switch from runlevel 2 to runlevel 3 without reboot.

root @arry: ~# runl evel
N 2

root @arry:~# init 3
root @arry: ~# runl evel
23

/sbin/shutdown

The shutdown command is used to properly shut down a system.
Common switches used with shutdown are -a, -t, -h and -r.

The -a switch forces /sbin/shutdown to use /etc/shutdown.allow. The -t switch is
used to define the number of seconds between the sending of the TERM signal and
the KILL signal. The -h switch halts the system instead of changing to runlevel 1.
The -r switch tells /shin/shutdown to reboot after shutting down.

This screenshot shows how to use shutdown with five seconds between TERM and
KILL signals.
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root @arry: ~# shutdown -t5 -h now

The now is the time argument. This can be +m for the number of minutes to wait
before shutting down (with now as an alias for +0. The command will also accept
hh:mm instead of +m.

halt, reboot and poweroff

Thebinary /sbin/reboot isthe same as/shbin/halt and /sbin/power off. Depending on
the name we use to call the command, it can behave differently.

Wheninrunlevel 0 or 6 halt, reboot and power off will tell the kernel to halt, reboot
or power off the system.

When not in runlevel 0 or 6, typing reboot as root actually calls the shutdown
command with the -r switch and typing power off will switch off the power when
halting the system.

Ivar/log/wtmp

halt, reboot and power off all writeto /var/log/iwtmp. Tolook at /var/log/iwtmp, we
need to use th last.

[root @RHEL52 ~]# last | grep reboot

r eboot system boot 2.6.18-128.el5 Fri May 29 11:44 (192+05: 01)
r eboot system boot 2.6.18-128.el5 Wed May 27 12:10 (06: 49)

r eboot system boot 2.6.18-128.el5 Mon May 25 19: 34 (1+15: 59)

r eboot system boot 2.6.18-128.el5 Mon Feb 9 13:20 (106+21: 13)

Ctrl-Alt-Del

When rc is finished starting all those scripts, init will continue to read /etc/inittab.
The next lineisabout what to do when the user hits Ctrl-Alt-Delete on the keyboard.

Here iswhat Debian 4.0 does.

root @arry: ~# grep -i ctrl /etc/inittab
# What to do when CTRL-ALT-DEL is pressed.
ca: 12345: ctrlaltdel :/sbin/shutdown -t1 -a -r now

Which isvery similar to the default Red Hat Enterprise Linux 5.2 action.

[root @RHEL52 ~]# grep -i ctrl /etc/inittab
# Trap CTRL- ALT- DELETE
ca::ctrlaltdel:/sbin/shutdown -t3 -r now
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One noticabledifferenceisthat Debian forces shutdown to use/etc/shutdown.allow,
where Red Hat allows everyone to invoke shutdown pressing Ctrl-Alt-Delete.

UPS and loss of power

[root @GRHEL52 ~]# grep "p /etc/inittab
pf::powerfail:/sbin/shutdown -f -h +2 "Power Failure; System Shutting Down"
pr: 12345: power okwai t : / sbi n/ shut down -c¢ "Power Restored; Shutdown Cancel | ed"

It will read commands on what to execute in case of powerfailure, powerok and
Ctrl-Alt-Delete. The init process never stops keeping an eye on power failures and
that triple key combo.

root @arry: ~# grep "p /etc/inittab

pf::powerwait:/etc/init.d/ powerfail start
pn: :powerfail now /etc/init.d/ powerfail now
po: : powerokwait:/etc/init.d/ powerfail stop
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13.9. practice: init

1. Change /etc/inittab so that only two mingetty's are respawned. Kill the other
mingetty's and verify that they don't come back.

2. Use the Red Hat Enterprise Linux virtual machine. Go to runlevel 5, display the
current and previous runlevel, then go back to runlevel 3.

3. Isthe sysinit script on your computers setting or changing the PATH environment
variable ?

4. List all init.d scripts that are started in runlevel 2.

5. Write a script that acts like a daemon script in /etc/init.d/. It should have a case
statement to act on start/stop/restart and status. Test the script!

6. Use chkconfig to setup your script to start in runlevels 3,4 and 5, and to stop in
any other runlevel.
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13.10. solution : init

1. Change /etc/inittab so that only two mingetty's are respawned. Kill the other
mingetty's and verify that they don't come back.

Killing the mingetty's will result in init respawning them. Y ou can edit /etc/inittab
so it looks like the screenshot below. Don't forget to also run Kill -1 1.

[root @GRHEL5 ~]# grep tty /etc/inittab
# Run gettys in standard runlevels
1:2345: respawn: /shin/mngetty ttyl
2:2345:respawn: /shin/mngetty tty2
3:2:respawn:/shin/mngetty tty3
4:2:respawn:/sbin/mngetty tty4
5:2:respawn:/shin/mngetty tty5

6: 2: respawn: / shin/ mngetty tty6

[root @GRHEL5 ~] #

2. Use the Red Hat Enterprise Linux virtual machine. Go to runlevel 5, display the
current and previous runlevel, then go back to runlevel 3.

init 5 (watch the console for the change taking pl ace)
runl eve
init 3 (again you can follow this on the consol e)

3. Isthe sysinit script on your computers setting or changing the PATH environment
variable ?

On Red Hat, grep for PATH in/etc/r c.sysinit, on Debian/Ubuntu check /etc/r c.local
and /etc/ini.t/rc.local. The answer is probably no, but on RHELS5 ther c.sysinit script
does set the HOSTNAME variable.

[root @RHELS etc]# grep HOSTNAME rc. sysinit

4. List all init.d scripts that are started in runlevel 2.

root @RHEL5 ~# chkconfig --list | grep '2:on'

5. Write a script that acts like a daemon script in /etc/init.d/. It should have a case
statement to act on start/stop/restart and status. Test the script!

The script could look something like this.

#1/ bi n/ bash

#

# chkconfig: 345 99 01

# description: pold denp script
#

# letc/init.d/ pold

139



init and runlevels

#

case "$1" in
start)
echo -n "Starting pold..."
sl eep 1;
touch /var/ | ock/subsys/ pold
echo "done.™
echo pold started >> /var/l og/ messages

st op)
echo -n "Stopping pold..."
sl eep 1;
rm-rf /var/| ock/subsys/ pold
echo "done.™
echo pold stopped >> /var/l og/ messages

*)
echo "Usage: /etc/init.d/pold {start|stop}"
exit 1

esac
exit O

Thetouch /var/lock/subsys/pold is mandatory and must be the same filename asthe
script name, if you want the stop sequence (the KO1pold link) to be run.

6. Use chkconfig to setup your script to start in runlevels 3,4 and 5, and to stop in
any other runlevel.

chkconfig --add pold

The command above will only work when the # chkconfig: and # description: lines
in the pold script are there.
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Linux administrators use the at to schedule one time jobs. Recurring jobs are better
scheduled with cron. The next two sections will discuss both tools.
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14.1. one time jobs with at

at

atg

atrm

Simple scheduling can be done with the at command. This screenshot shows the
scheduling of the date command at 22:01 and the sleep command at 22:03.

root @ai ka: ~# at 22:01

at > date

at > <EOT>

job 1 at Wed Aug 1 22:01:00 2007
root @ai ka: ~# at 22:03

at> sleep 10

at > <EOT>

job 2 at Wed Aug 1 22:03:00 2007
root @ ai ka: ~#

In real life you will hopefully be scheduling more useful commands ;-)

It is easy to check when jobs are scheduled with the atq or at - commands.

root @ai ka: ~# atq

1 Wed Aug 1 22:01:00 2007 a root
2 Wed Aug 1 22:03:00 2007 a root
root @ai ka: ~# at -1

1 Wed Aug 1 22:01:00 2007 a root
2 Wed Aug 1 22:03:00 2007 a root

root @ ai ka: ~#

The at command understands English words like tomorrow and teatime to schedule
commands the next day and at four in the afternoon.

root @ai ka: ~# at 10: 05 t onorrow

at> sleep 100

at > <EOT>

job 5 at Thu Aug 2 10:05:00 2007

root @ai ka: ~# at teatine tonorrow

at> tea

at > <EOT>

job 6 at Thu Aug 2 16:00:00 2007

root @ai ka: ~# atq

6 Thu Aug 2 16:00:00 2007 a root
5 Thu Aug 2 10:05:00 2007 a root
root @ ai ka: ~#

Jobs in the at queue can be removed with atrm.
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root @ai ka: ~# atq

6 Thu Aug 2 16:00:00 2007 a root
5 Thu Aug 2 10:05:00 2007 a root
root @ai ka: ~# atrm 5

root @ai ka: ~# atq

6 Thu Aug 2 16:00:00 2007 a root
root @ ai ka: ~#

at.allow and at.deny

Y ou can a'so usethe/etc/at.allow and /etc/at.deny filesto manage who can schedule
jobswith at.

The /etc/at.allow file can contain alist of usersthat are alowed to schedule at jobs.
When /etc/at.allow does not exist, then everyone can use at unless their username
islisted in /etc/at.deny.

If none of these files exist, then everyone can use at.
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14.2. cron

crontab file

The crontab(1) command can be used to maintain the crontab(5) file. Each user
can have their own crontab file to schedule jobs at a specific time. Thistime can be
specified with fivefieldsin thisorder: minute, hour, day of the month, month and day
of theweek. If afield contains an asterisk (*), then thismeans all values of that field.

The following example means : run script42 eight minutes after two, every day of the
month, every month and every day of the week.

8 14 * * * gscriptd2

Run script8472 every month on the first of the month at 25 past midnight.

25 01 * * script8472

Run this script33 every two minutes on Sunday (both 0 and 7 refer to Sunday).

*/2***0

Instead of these five fields, you can also type one of these: @reboot, @yearly or
@annually, @monthly, @weekly, @daily or @midnight, and @hourly.

crontab command

Users should not edit the crontab file directly, instead they should type crontab -e
which will use the editor defined in the EDITOR or VISUAL environment variable.
Users can display their cron table with crontab -I.

cron.allow and cron.deny

The cron daemon crond is reading the cron tables, taking into account the /etc/
cron.allow and /etc/cron.deny files.

These fileswork in the same way as at.allow and at.deny. When the cron.allow file
exists, then your username hasto be in it, otherwise you cannot use cron. When the
cron.allow file does not exists, then your username cannot be in the cron.deny file
if you want to use cron.

/etc/crontab

The /etc/crontab file contains entries for when to run hourly/daily/weekly/monthly
tasks. It will look similar to this output.
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SHELL=/ bi n/ sh
PATH=/ usr/ | ocal / sbin:/usr/local /bin:/sbin:/bin:/usr/sbin:/usr/bin

20 3 * * * r oot run-parts --report /etc/cron.daily

40 3 * * 7 r oot run-parts --report /etc/cron.weekly

556 3 1 * * r oot run-parts --report /etc/cron.nmonthly
letc/cron.*

The directories shown in the next screenshot contain the tasksthat are run at the times
scheduled in /etc/crontab. The/etc/cron.d directory isfor special cases, to schedule
jobs that require finer control than hourly/daily/weekly/monthly.

paul @ai ka:~$ Is -1d /etc/cron.*

dr wxr - Xr - X root root 4096 2008-04-11 09:14 /etc/cron.d

dr wxr - Xr - x root root 4096 2008-04-19 15:04 /etc/cron.daily
dr wxr - Xr - x root root 4096 2008-04-11 09: 14 /etc/cron. hourly
dr wxr - Xr - X root root 4096 2008-04-11 09: 14 /etc/cron.nonthly
dr wxr - Xr - x root root 4096 2008-04-11 09: 14 /etc/cron.weekly

NNNDNDN
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14.3. practice : scheduling

1. Schedule two jobs with at, display the at queue and remove ajob.

2. Asnormal user, use crontab -e to schedule a script to run every four minutes.
3. Asroot, display the crontab file of your normal user.

4. Asthe normal user again, remove your crontab file.

5. Take alook at the cron files and directories in /etc and understand them. What is
the run-parts command doing ?
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14.4. solution : scheduling

1. Schedule two jobs with at, display the at queue and remove ajob.

root @ hel 55 ~# at 9pm t oday

at> echo go to bed >> /root/todo. txt
at > <EOT>

job 1 at 2010-11-14 21:00

root @hel 55 ~# at 17h31 today

at> echo go to lunch >> /root/todo.txt
at > <EOT>

job 2 at 2010-11-14 17:31

root @hel 55 ~# atq

2 2010-11-14 17:31 a root

1 2010-11-14 21:00 a root

root @hel 55 ~# atrm 1

root @hel 55 ~# atq

2 2010-11-14 17:31 a root

root @ hel 55 ~# date

Sun Nov 14 17:31:01 CET 2010

root @hel 55 ~# cat /root/todo.txt

go to lunch

2. Asnormal user, use crontab -e to schedule a script to run every four minutes.
paul @ hel 55 ~$ crontab -e

no crontab for paul - using an enpty one
crontab: installing new crontab

3. Asroot, display the crontab file of your normal user.

root @hel 55 ~# crontab -1 -u paul
*/4 * * * * echo “date” >> /hone/paul /crontest.txt

4. Asthe normal user again, remove your crontab file.
paul @ hel 55 ~$ crontab -r

paul @ hel 55 ~$ crontab -I
no crontab for paul

5. Take alook at the cron files and directories in /etc and understand them. What is
the run-parts command doing ?

run-parts runs a script in a directory
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This chapter has three distinct subjects.

First welook at login logging ; how can we find out who islogging in to the system,
when and from where. And who is not logging in, who fails at su or ssh.

Second we discuss how to configure the syslog daemon, and how to test it with
logger .

The last part is mostly about rotating logs and mentions the tail -f and watch
commands for watching logs.
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15.1. login logging

To keep track of who is logging into the system, Linux can maintain the /var/log/
wtmp, /var/log/btmp, /var/run/utmp and /var/log/lastlog files.

/var/run/utmp (who)

Use the who command to see the /var/run/utmp file. This command is showing you
all the currently logged in users. Notice that the utmp fileisin /var/run and not in/
var/log .

[root @hel 4 ~]# who

paul pts/1 Feb 14 18:21 (192.168. 1. 45)
sandr a pts/2 Feb 14 18:11 (192.168.1.42)
i nge pts/3 Feb 14 12: 01 (192.168.1.33)
els pts/ 4 Feb 14 14:33 (192.168.1.19)

Ivar/log/wtmp (last)

The /var/log/wtmp file is updated by the login program. Use last to see the /var/
run/wtmp file.

[root@hel 4a ~]# last | head

paul pts/1 192.168. 1. 45 Wed Feb 14 18:39 still logged in
reboot system boot 2.6.9-42.0.8. ELs Wed Feb 14 18:21 (01: 15)
nicolas pts/5 pc-dss.telematic Wed Feb 14 12:32 - 13:06 (00:33)
stefaan pts/3 pc-sde.tel ematic Wed Feb 14 12:28 - 12:40 (00:12)
nicolas pts/3 pc-nae.telematic Wed Feb 14 11:36 - 12:21 (00:45)
nicolas pts/3 pc-nae.telematic Wed Feb 14 11:34 - 11:36 (00:01)
di rk pts/5 pc-dss.tel ematic Wed Feb 14 10:03 - 12:31 (02:28)
nicolas pts/3 pc-nae.telematic Wed Feb 14 09:45 - 11:34 (01:48)
dimtri pts/5 rhel 4 Wed Feb 14 07:57 - 08:38 (00:40)
stefaan pts/4 pc-sde.telematic Wed Feb 14 07:16 - down (05: 50)

[root @hel 4a ~]#

The last command can also be used to get alist of last reboots.

[ paul @ekkie ~]1$ | ast reboot
r eboot system boot 2. 6. 16-rekkie Mon Jul 30 05:13 (370+08: 42)

wt mp begins Tue May 30 23:11:45 2006
[ paul @ekkie ~]$

Ivar/log/lastlog (lastlog)

Use lastlog to see the /var/log/lastlog file.
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[root@hel 4a ~]# lastlog | tail

tim pts/5 10.170.1.122 Tue Feb 13 09: 36: 54 +0100 2007
rm pts/6 rhel4 Tue Feb 13 10: 06: 56 +0100 2007
henk **Never |ogged in**

st ef aan pts/3 pc-sde.telematic Wed Feb 14 12:28:38 +0100 2007
dirk pts/5 pc-dss.telematic Wed Feb 14 10: 03:11 +0100 2007
ar sene **Never |ogged in**

ni col as pts/5 pc-dss.telematic Wed Feb 14 12:32:18 +0100 2007
dimtri pts/5 rhel4 Wed Feb 14 07:57:19 +0100 2007
bashuserrm pts/7 rhel4 Tue Feb 13 10: 35:40 +0100 2007
kor nuserrm pts/5 rhel4 Tue Feb 13 10: 06:17 +0100 2007

[root @hel 4a ~1#

/var/log/btmp (lastb)

Thereisasothelastb command to display the/var/log/btmp file. Thisfileisupdated
by the login program when entering the wrong password, so it contains failed login
attempts. Many computers will not have this file, resulting in no logging of failed
login attempts.

[root @RHEL4b ~]1# |l astb

lastb: /var/log/btnmp: No such file or directory

Perhaps this file was renoved by the operator to prevent |ogging | astb\
i nfo.

[root @RHEL4b ~]#

The reason given for this is that users sometimes type their password by mistake
instead of their login, so this world readable file poses a security risk. You can
enable bad login logging by ssimply creating the file. Doing a chmod o-r /var/log/
btmp improves security.

[root @RHEL4b ~]# touch /var/l| og/btmp

[root @RHEL4b ~1# || /var/log/ btnp

-rwr--r-- 1 root root 0 Jul 30 06:12 /var/l og/btnp
[root @RHEL4b ~]# chnod o-r /var/l og/ bt

[root @RHEL4b ~]# lastb

bt np begi ns Mon Jul 30 06:12:19 2007
[ root @RHEL4b ~]#

Failed logins via ssh, rlogin or su are not registered in /var/log/btmp. Failed logins
viatty are.

[root @RHEL4b ~]# |l astb

Hal varFl tty3 Mon Jul 30 07:10 - 07:10 (00:00)
Mari a ttyl Mon Jul 30 07:09 - 07:09 (00:00)
Roberto ttyl Mon Jul 30 07:09 - 07:09 (00:00)

bt np begi ns Mon Jul 30 07:09:32 2007
[root @GRHEL4b ~] #
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su and ssh logins

Depending on the distribution, you may also havethe/var/log/secur efilebeingfilled
with messages from the auth and/or authpriv syslog facilities. This log will include
su and/or ssh failed login attempts. Some distributions put thisin /var/log/auth.log,
verify the syslog configuration.

[root @RHEL4b ~]# cat /var/log/secure

Jul 30 07:09:03 sshd[4387]: Accepted publickey for paul from::ffff:19\
2.168.1.52 port 33188 ssh2

Jul 30 05:09:03 sshd[4388]: Accepted publickey for paul from::ffff:19\
2.168.1.52 port 33188 ssh2

Jul 30 07:22:27 sshd[4655]: Failed password for Hermione from::ffff:1\
92.168.1.52 port 38752 ssh2

Jul 30 05:22:27 sshd[4656]: Failed password for Hermione from::ffff:1\
92.168.1.52 port 38752 ssh2

Jul 30 07:22:30 sshd[4655]: Failed password for Hermione from::ffff:1\
92.168.1.52 port 38752 ssh2

Jul 30 05:22:30 sshd[4656]: Failed password for Hermione from::ffff:1\
92.168.1.52 port 38752 ssh2

Jul 30 07:22:33 sshd[4655]: Failed password for Hermione from::ffff:1\
92.168.1.52 port 38752 ssh2

Jul 30 05:22:33 sshd[4656]: Failed password for Hermione from::ffff:1\
92.168.1.52 port 38752 ssh2

Jul 30 08:27:33 sshd[5018]: Invalid user roberto from::ffff:192. 168. 1\
.52

Jul 30 06:27:33 sshd[5019]: input_userauth_request: invalid user rober\
to

Jul 30 06:27:33 sshd[5019]: Failed none for invalid user roberto from\
;o ffff:192.168.1.52 port 41064 ssh2

Jul 30 06:27:33 sshd[5019]: Failed publickey for invalid user roberto \
from::ffff:192.168.1.52 port 41064 ssh2

Jul 30 08:27:36 sshd[5018]: Failed password for invalid user roberto f\
rom::ffff:192. 168.1.52 port 41064 ssh2

Jul 30 06:27:36 sshd[5019]: Failed password for invalid user roberto f\
rom::ffff:192. 168.1.52 port 41064 ssh2

[root @GRHEL4b ~] #

Y ou can enable this yourself, with a custom log file by adding the following line tot
syslog.conf.

auth. * authpriv.* /var /| og/ cust omsec. | og
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15.2. syslogd

about syslog

The standard method of logging on Linux is through the syslogd daemon. Syslog
was developed by Eric Allman for sendmail, but quickly became a standard among
many Unix applications and was much later written as rfc 3164. The syslog daemon
can recelve messages on udp port 514 from many applications (and appliances), and
can append to log files, print, display messages on terminals and forward logs to
other syslogd daemons on other machines. The syslogd daemon is configured in /
etc/syslog.conf.

Each line in the configuration file uses afacility to determine where the message is
coming from. It also contains a level for the severity of the message, and an action
to decide on what to do with the message.

facilities

The man syslog.conf will explain the different default facilities for certain daemons,
such as mail, Ipr, news and kern(el) messages. The localO to local 7 facility can be
used for appliances (or any networked device that supports syslog). Hereis alist of
al facilities for syslog.conf version 1.3. The security keyword is deprecated.

auth (security)
aut hpriv

cron

daernon

ftp

kern

| pr mai

mark (internal use only)
news

sysl og

user

uucp

| ocal 0-7

levels

The worst severity a message can have is emerg followed by alert and crit. Lowest
priority should go to info and debug messages. Specifying a severity will aso log
all messages with a higher severity. Y ou can prefix the severity with = to obtain only
messages that match that severity. Y ou can also specify .none to prevent a specific
action from any message from a certain facility.

Hereisalist of al levels, in ascending order. The keywords warn, error and panic
are deprecated.
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debug

info

notice
war ni ng (war n)
err (error)
crit

alert

emer g (panic)

actions

The default action is to send a message to the username listed as action. When the
action is prefixed with a/ then syslog will send the message to the file (which can be
aregular file, but also aprinter or terminal). The @ sign prefix will send the message
on to another syslog server. Hereisalist of al possible actions.

root, userl list of users, separated by comm's

* message to all | ogged on users

/ file (can be a printer, a console, a tty, ...)
-/ file, but don't sync after every wite

| narmed pi pe

@ ot her sysl og host nane

In addition, you can prefix actionswith a- to omit syncing thefile after every logging.

configuration

Below a sample configuration of custom local4 messages in /etc/syslog.conf.

local4.crit /var/log/critandabove
| ocal 4. =crit /var/log/onlycrit
| ocal 4. * /var/log/alllocal 4

Don't forget to restart the server.

[root @hel 4a ~]# /etc/init.d/syslog restart
Shutting down kernel |ogger:

Shutting down system | ogger:

Starting system | ogger:

Starting kernel |ogger:

[root @hel 4a ~]#

RIIR
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15.3. logger

15.4

The logger command can be used to generate syslog test messages. Y ou can aslo use
it in scripts. An example of testing syslogd with the logger tool.

[root @hel 4a ~]# | ogger -p |ocal 4. debug "1 4 debug"
[root@hel 4a ~]# logger -p local4.crit "I4 crit"
[root@hel 4a ~]# |l ogger -p local 4.energ "1 4 energ"
[root @hel 4a ~#

The results of the tests with logger.

[root @hel 4a ~]# cat /var/log/critandabove
Feb 14 19:55:19 rhelda paul: 14 crit

Feb 14 19:55:28 rheld4a paul: |4 energ
[root@hel 4a ~]# cat /var/log/onlycrit

Feb 14 19:55:19 rhelda paul: 14 crit
[root@hel 4a ~]# cat /var/log/alllocal 4
Feb 14 19:55:11 rhel 4a paul: |4 debug

Feb 14 19:55:19 rhelda paul: 14 crit

Feb 14 19:55:28 rheld4a paul: |4 energ
[root @hel 4a ~#

watching logs

Y ou might want to use the tail -f command to look at the last lines of alog file. The
-f option will dynamically display lines that are appended to the log.

paul @bul010: ~$ tail -f /var/l og/udev

SEQNUME1741

SOUND_| NI TI ALI ZED=1

| D_VENDOR_FROM DATABASE=NnVi di a Cor porati on

| D_MODEL_FROM DATABASE=MCP79 Hi gh Definition Audio
| D_BUS=pci

| D_VENDOR_| D=0x10de

| D_MODEL_I| D=0x0ac0

| D_PATH=pci - 0000: 00: 08. 0

SOUND_FORM_FACTCOR=i nt er nal

You can automatically repeat commands by preceding them with the watch
command. When executing the following:

[root @hel 6 ~]# watch who

Something similar to this, repeating the output of the who command every two
seconds, will appear on the screen.

Every 2.0s: who Sun Jul 17 15:31:03 2011
root ttyl 2011-07-17 13:28

paul pts/0 2011-07-17 13:31 (192.168. 1. 30)
paul pts/1 2011-07-17 15:19 (192.168. 1. 30)
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15.5. rotating logs

A lot of log files are always growing in size. To keep this within bounds, you might
want to uselogr otateto rotate, compress, remove and mail log files. Moreinfo on the
logrotate command in /etc/logrotate.conf.. Individual configurations can be found
in the /etc/logr otate.d/ directory.

In this screenshot the configuration file for the logfiles from aptitude to configure
monthly rotates, keeping the last six and compressing old logs.

paul @bul1010:/var/log$ cat /etc/logrotate.d/ aptitude
/var/|og/aptitude {

rotate 6

nont hl y

conpr ess

m ssi ngok

noti fenmpty
}

And this screenshot is the resolt of the above configuration, for the logfile from
aptitude.

paul @ibu1010:/var/log$ Is -1 /var/log/aptitude*

-rwr--r-- 1 root root 18298 2011-07-17 13:32 /var/l og/aptitude
-rwr--r-- 1 root root 8163 2011-07-01 01:43 /var/log/aptitude. 1. gz
-rwr--r-- 1 root root 8163 2011-06-01 01:43 /var/l og/aptitude. 2. gz
-rwr--r-- 1 root root 8163 2011-05-01 01:43 /var/l og/aptitude. 3. gz
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15.6. practice : logging

1. Display the /var/run/utmp file with the proper command (not with cat or vi).
2. Display the /var/log/wtmp file.

3. Use the lastlog and lastb commands, understand the difference.

4. Examine syslog to find the location of the log file containing ssh failed logins.

5. Configure syslog to put local4.error and above messages in /var/log/l4e.log and
local4.info only .info in /var/log/l4i.log. Test that it works with the logger tool!

6. Configure /var/log/Mysu.log, al the su to root messages should go in that log. Test
that it works!

7. Send the local 5 messages to the syslog server of your neighbour. Test that it works.

8. Write a script that executes logger to local4 every 15 seconds (different message).
Usetail -f and watch on your local4 log files.
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15.7. solution : logging

1. Display the /var/run/utmp file.

who

2. Display the /var/log/wtmp file.

| ast

3. Use the lastlog and lastb commands, understand the difference.
lastlog : when users |ast |ogged on

lasth: failed (bad) login attenpts

4. Examine syslog to find the location of the log file containing ssh failed logins.

root @hel 53 ~# grep authpriv /etc/syslog. conf
aut hpriv.* /var/| og/ secure

Debi an/ Ubuntu: /var/| og/auth. | og

Ubuntu 9.10 and Debian Lenny have switched to using r syslog.

r oot @bunt u910: ~# grep authpriv /etc/rsysl og.d/50-defaul t.conf
auth, aut hpriv. * /var/l og/auth.|og

root @eb503: ~# grep authpriv /etc/rsysl og. conf
aut h, aut hpriv. * /var/1og/auth.l|og

5. Configure syslog to put local4.error and above messages in /var/log/l4e.log and
local4.info only .info in /var/log/l4i.log. Test that it works with the logger tool!

echo local 4. error /var/log/l4e.log >> /etc/syslog. conf
echo local4.=info /var/log/l4i.log >> /etc/syslog. conf
/etc/init.d/syslog restart

logger -p local4.error "I4 error test"
logger -p local4d.alert "I4 alert test”
logger -p local4.info "I4 info test"
cat /var/log/l4e.log

cat /var/log/l4i.log

6. Configure /var/log/Mysu.log, all the su to root messages should go in that log. Test
that it works!

echo authpriv.* /var/log/ Mysu.log >> /etc/syslog. conf

Thiswill log more than just the su usage.
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7. Send the local 5 messages to the syslog server of your neighbour. Test that it works.
On RHELD5, edit /etc/sysconfig/sysiog to enable remote listening on the server.

On Debian/Ubuntu edit /etc/default/syslog or /etc/default/r syslog.

on the client: logger -p local5.info "test |ocal5 to nei ghbour"

8. Write a script that executes logger to local4 every 15 seconds (different message).
Use tail -f and watch on your local4 log files.

root @ hel 53 scripts# cat | ogloop
#1/ bi n/ bash

for i in “seq 1 10°

do

logger -p local4.info "local4.info test nunber $i"
sl eep 15

done

root @ hel 53 scripts# chnod +x | ogl oop

root @hel 53 scripts# ./l ogloop &

[1] 8264

root @hel 53 scripts# tail -f /var/log/local4.all.log
Mar 28 13:13:36 rhel 53 root: local4.info test nunber 1
Mar 28 13:13:51 rhel 53 root: local4.info test nunber 2
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This chapter will tell you how to manage RAM memory and cache.

We start with some simpl e tools to display information about memory: free-om, top
and cat /proc/meminfo.

We continue with managing swap space, using terms like swapping, paging and
virtual memory.

Thelast part is about using vmstat to monitor swap usage.
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16.1. displaying memory and cache

/proc/meminfo

free

top

Displaying /proc/meminfo will tell you a lot about the memory on your Linux
computer.

paul @ibu1010: ~$ cat /proc/ nem nfo

Menilot al : 3830176 kB
Menfr ee: 244060 kB
Buf fers: 41020 kB
Cached: 2035292 kB

SwapCached: 9892 kB

Thefirst line containsthetotal amount of physical RAM, the second lineisthe unused
RAM. Buffersis RAM used for buffering files, cached is the amount of RAM used
as cache and SwapCached is the amount of swap used as cache. The file gives us
much more information outside of the scope of this course.

The free tool can display the information provided by /proc/meminfo in a
more readable format. The example below displays brief memory information in
megabytes.

paul @ibu1010: ~$ free -om

t ot al used free shar ed buffers cached
Mem 3740 3519 221 0 42 1994
Swap: 6234 82 6152

The top tool is often used to look at processes consuming most of the cpu, but it
also displays memory information on line four and five (which can be toggled by
pressing m).

Below a screenshot of top on the same ubu1010 from above.

top - 10:44:34 up 16 days, 9:56, 6 users, |oad average: 0.13, 0.09, 0.12

Tasks: 166 total, 1 running, 165 sl eeping, 0 stopped, 0 zonbie

Cpu(s): 5.1%s, 4.6%y, 0.6%i, 88.7%d, 0.8%wa, 0.0%i, 0.3%i, 0.0%t
Mem 3830176k total, 3613720k used, 216456k free, 45452k buffers
Swap: 6384636k total, 84988k used, 6299648k free, 2050948k cached
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16.2. managing swap space

about swap space

When the operating system needs more memory than physically present in RAM, it
can use swap space. Swap space is located on slower but cheaper memory. Notice
that, although hard disks are commonly used for swap space, their access times are
one hundred thousand times slower.

The swap space can be afile, apartition, or acombination of filesand partitions. Y ou
can see the swap space with the free command, or with cat /proc/swaps.

paul @ibul1010: ~$ free -0 | grep -v Mem

t ot al used free shar ed buffers cached
Swap: 6384636 84988 6299648
paul @bul010: ~$ cat /proc/swaps
Fi | ename Type Size Used Priority
/ dev/ sda3 partition 6384636 84988 -1

The amount of swap space that you need depends heavily on the services that the
computer provides.

creating a swap partition

Y ou can activate or deactivate swap space with the swapon and swapoff commands.
New swap space can be created with the mkswap command. The screenshot below
shows the creation and activation of a swap partition.

root @RHELv4u4: ~# fdisk -1 2> /dev/null | grep hda
Di sk /dev/ hda: 536 MB, 536870912 bytes
/ dev/ hdal 1 1040 524128+ 83 Linux

root @RHELv4u4: ~# nkswap /dev/ hdal
Setting up swapspace version 1, size = 536702 kB
root @RHELv4u4: ~# swapon /dev/ hdal

Now you can see that /proc/swaps displays all swap spaces separately, whereas the
free -om command only makes a human readable summary.

root @RHELv4u4: ~# cat /proc/ swaps

Fi | enane Type Si ze Used Priority
/ dev/ mapper/ Vol Gr oup00- LogVol 01 partition 1048568 0 -1
/ dev/ hdal partition 524120 O -2
root @GRHELv4u4: ~# free -om
t ot al used free shar ed buffers cached
Mem 249 245 4 0 125 54
Swap: 1535 0 1535

creating a swap file

Here is one more example showing you how to create a swap file. On Solaris you
can use mkfileinstead of dd.
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swap

root @RHELv4u4: ~# dd if=/dev/zero of =/ smal | swapfil e bs=1024 count =4096
4096+0 records in

4096+0 records out

root @RHELv4u4: ~# nkswap /smal | swapfile

Setting up swapspace version 1, size = 4190 kB

r oot @RHELv4u4: ~# swapon /smal | swapfile

root @RHELv4u4: ~# cat /proc/swaps

Fi | ename Type Si ze Used Priority
/ dev/ mapper/ Vol G oup00- LogVol 01 partition 1048568 0 -1
/ dev/ hdal partition 524120 O -2
/smal | swapfile file 4088 0 -3

space in /etc/fstab

If you like these swaps to be permanent, then don't forget to add them to /etc/fstab.
Thelinesin /etc/fstab will be similar to the following.

/ dev/ hdal swap swap defaults
/smal | swapfile swap swap defaults
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16.3. monitoring memory with vmstat

Y ou can find information about swap usage using vmstat.

Below asimple vmstat displaying information in megabytes.

paul @ibu1010: ~$ vnstat -S m

procs --------- menory-------- ---swap-- ----- io---- -system ----cpu----
r b swd free buff cache si SO bi bo in CsS us sy id wa
0 0 87 225 46 2097 O 0 2 5 14 8 6 589 1

Below asamplevmstat when (in another terminal) root launchesafind /. It generates
alot of disk i/o (bi and bo are disk blocks in and out). There is no need for swapping

here.

paul @bul010: ~$ vnstat 2 100

procs ---------- MeMDry---------- ---swap-- ----- io---- -system- ----cpu----
r b swpd free buff cache si o) bi bo in CsS us sy id wa
0 O 84984 1999436 53416 269536 O 0 2 5 2 10 6 589 1
0 0 84984 1999428 53416 269564 O 0 0 0 1713 2748 4 4 92 0
0 O 84984 1999552 53416 269564 O 0 0 0 1672 1838 4 6 90 O
0 O 84984 1999552 53424 269560 O 0 0 14 1587 2526 5 7 87 2
0 O 84984 1999180 53424 269580 O 0 0 100 1748 2193 4 6 91 O
1 0 84984 1997800 54508 269760 O 0 610 0 1836 3890 17 10 68 4
1 0 84984 1994620 55040 269748 0 0 250 168 1724 4365 19 17 56 9
0 1 84984 1978508 55292 269704 O 0 126 0 1957 2897 19 18 58 4
0 O 84984 1974608 58964 269784 0 0 1826 478 2605 4355 7 7 44 41
0 2 84984 1971260 62268 269728 0 0 1634 756 2257 3865 7 7 47 39

Below a sample vmstat when executing (on RHEL6) a simple memory leaking
program. Now you see alot of memory being swapped (si is'swapped in’).

[ paul @ hel 6¢c ~]$ vnstat 2 100

procs ---------- Menory-------- ---swap-- ----i0---- --system- ----- cpu-----
r b swpd free buff cache Si SO bi bo in csS us sy id wa st
0 3 245208 5280 232 1916 261 0 0 42 27 21 0 198 1 O
0 2 263372 4800 72 908 143840 128 0 1138 462 191 2 10 088 O
1 3 350672 4792 56 992 169280 256 0 1092 360 142 1 13 086 O
1 4 449584 4788 56 1024 95880 64 0 606 471 191 2 13 085 O
0 4 471968 4828 56 1140 44832 80 O 390 235 90 212 087 O
3 5 505960 4764 56 1136 68008 16 O 538 286 109 112 087 O

The code bel ow was used to simulate amemory leak (and force swapping). Thiscode
was found on wikipedia without author.

paul @mac: ~$ cat nenl eak. c
#i ncl ude <stdlib. h>

int main(void)

while (malloc(50));
return O;
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16.4. practice : memory

1. Use dmesg to find the total amount of memory in your computer.
2. Use freeto display memory usage in kilobytes (then in megabytes).

3. On avirtual machine, create a swap partition (you might need an extravirtual disk
for this).

4. Add a 20 megabyte swap file to the system.

5. Put al swap spaces in /etc/fstab and activate them. Test with a reboot that they
are mounted.

6. Use free to verify usage of current swap.

7. (optional) Display the usage of swap with vmstat and fr ee -sduring amemory leak.
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16.5. solution : memory

1. Use dmesg to find the total amount of memory in your computer.
dmesg | grep Menory
2. Usefreeto display memory usage in kilobytes (then in megabytes).

free ; free -m

3. On avirtual machine, create a swap partition (you might need an extravirtual disk
for this).

nkswap /dev/sddl ; swapon /dev/sddl

4. Add a 20 megabyte swap file to the system.
dd if=/dev/zero of=/swapfil e20mb bs=1024 count =20000

nkswap /swapfil e20nb
swapon /swapfil e20mb

5. Put al swap spaces in /etc/fstab and activate them. Test with a reboot that they
are mounted.

root @onputer# tail -2 /etc/fstab
/ dev/ sdd1l swap swap defaults 0 O
/ swapfil e20nb swap swap defaults 0 O

6. Use free to verify usage of current swap.

free -om

7. (optional) Display the usage of swap with vmstat and fr ee -sduring amemory leak.
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Most Linux distributions have a package management system with online
repositor ies containing thousands of packages. Thismakesit very easy to install and
remove applications, operating system components, documentation and much more.

We discuss the two most used package formats .rpm and .deb and their respective
tools. We also briefly discuss the option of obtaining software from outside the
repository.
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17.1. package terminology

repository

A lot of software and documentation for your Linux distribution is available as
packagesin one or more centrally distributed repositories. These packages in such
a repository are tested and very easy to install (or remove) with a graphical or
command lineinstaller.

.deb packages

Debian, Ubuntu, Mint and all derivativesfrom Debian and Ubuntu use .deb packages.
To manage software on these systems, you can use aptitude or apt-get, both these
tools are afront end for dpkg.

.rpm packages

Red Hat, Fedora, CentOS, OpenSUSE, Mandriva, Red Flag and others use .rpm
packages. Thetoolsto manage software packages on these systemsareyum and rpm.

dependency

Some packages need other packages to function. Tools like apt-get, aptitude and
yum will install al dependencies you need. When using dpkg or rpm, or when
building from sour ce, you will need to install dependencies yourself.

open source

These repositories contain a lot of independent open source software. Often
the source code is customized to integrate better with your distribution. Most
distributions also offer this modified source code as a package in one or more sour ce
repositories.

Y ou arefreeto go to the project websiteitself (samba.org, apache.org, github.com, ...)
an download the vanilla (= without the custom distribution changes) source code.
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GUI software management

End users have several graphical applicationsavailable viathe desktop (look for ‘add/
remove software' or something similar).

Below a screenshot of Ubuntu Software Center running on Ubuntu 12.04. Graphical
tools are not discussed in this book.

Ubuntu Software Center
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17.2. deb package management

about deb

Most people use aptitude or apt-get to manage their Debian/Ubuntu family of Linux
distributions. Both are a front end for dpkg and are themselves a back end for
synaptic and other graphical tools.

dpkg -l

The low level tool to work with .deb packages is dpkg. Here you see how to obtain
alist of al installed packages on a Debian server.

root @ebi an6: ~# dpkg -1 | wc -1
265

Compare this to the same list on a Ubuntu Desktop computer.

root @bul204~# dpkg -1 | wc -
2527

dpkg -l $package

Here is an example on how to get information on an individual package. Theii at the
beginning means the package is installed.

root @ebi an6: ~# dpkg -1 rsync | tail -1 | tr -s
ii rsync 3.0.7-2 fast renote file copy program (like rcp)

dpkg -S

Y ou can find the package that installed a certain file on your computer with dpkg -S.
Thisexample showshow to find the packagefor threefileson atypical Debian server.

root @ebi an6: ~# dpkg -S /usr/share/doc/trux/ /etc/ssh/ssh_config /shin/ifconfig
tmux: /usr/share/doc/tmux/

openssh-client: /etc/ssh/ssh_config

net-tools: /shin/ifconfig

dpkg -L

You can aso get alist of al files that are installed by a certain program. Below is
the list for the tmux package.

root @ebi an6: ~# dpkg -L tnux
/.

letc

letcl/init.d
/etc/init.d/tmux-cleanup
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dpkg

[ usr

/usr/share

/usr/share/lintian
/usr/share/lintian/overrides
/usr/share/lintian/overrides/tnux

[ usr/ shar e/ doc

[ usr/ share/ doc/ t nux

/ usr/ shar e/ doc/ t mux/ TODO. gz

/usr/ shar e/ doc/ t mux/ FAQ gz

/ usr/ shar e/ doc/ t mux/ changel og. Debi an. gz
/usr/ shar e/ doc/ t mux/ NEW5. Debi an. gz

/usr/ shar e/ doc/ t mux/ changel og. gz

/usr/ shar e/ doc/ t mux/ copyri ght

/usr/ shar e/ doc/ t mux/ exanpl es

/usr/ shar e/ doc/ t mux/ exanpl es/ t mux. vi m gz
/usr/ shar e/ doc/ t mux/ exanpl es/ h- boet es. conf
/usr/ shar e/ doc/ t mux/ exanmpl es/ n-marriott. conf
/usr/ shar e/ doc/ t mux/ exanpl es/ scr een- keys. conf
/usr/ shar e/ doc/ t mux/ exanmpl es/t-w ||l ians. conf
/usr/ shar e/ doc/ t mux/ exanpl es/ vi m keys. conf

[ usr/ shar e/ doc/ t nux/ NOTES

[ usr/ shar e/ man

[ usr/ shar e/ man/ manl

/usr/ shar e/ man/ manl/t mux. 1. gz

/usr/bin

[ usr/ bi n/t mux

You could use dpkg -i to install a package and dpkg -r to remove a package, but
you'd have to manually keep track of dependencies. Using apt-get or aptitude is
much easier.
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17.3. apt-get

Debian has been using apt-get to manage packages since 1998. Today Debian and
many Debian-based distributions still actively support apt-get, though some experts
claim aptitudeis better at handling dependencies than apt-get.

Both commands use the same configuration files and can be used alternately;
whenever you see apt-get in documentation, feel free to type aptitude.

We will start with apt-get and discuss aptitude in the next section.

apt-get update

When typing apt-get update you are downloading the names, versions and short
description of all packages available on al configured repositories for your system.

In the example below you can see some repositories at the wurl
be.ar chive.ubuntu.com because this computer was installed in Belgium. This url
can be different for you.

root @bul204~# apt-get update

Ign http://be.archive.ubuntu.com preci se | nRel ease

Ign http://extras. ubuntu.com preci se | nRel ease

Ign http://security.ubuntu.com precise-security |InRel ease
Ign http://archive. canonical.com preci se | nRel ease

Ign http://be.archive.ubuntu.com preci se-updat es | nRel ease

Hit http://be.archive.ubuntu.com preci se-backports/main Transl ati on-en

Hit http://be.archive.ubuntu.com preci se-backports/nultiverse Transl ati on-en
Hit http://be.archive.ubuntu.com preci se-backports/restricted Transl ati on-en
Hit http://be.archive.ubuntu.com preci se-backports/universe Transl ation-en
Fetched 13.7 MB in 8s (1682 kB/s)

Readi ng package lists... Done

r oot @ac~#

Run apt-get update every time before performing other package operations.

apt-get upgrade

Oneof thenicest features of apt-get isthat it allowsfor asecure update of all software
currently installed on your computer with just one command.

r oot @ebi an6: ~# apt-get upgrade

Readi ng package lists... Done

Bui | di ng dependency tree

Readi ng state information... Done

0 upgraded, O newly installed, 0 to renove and 0O not upgraded.
r oot @lebi an6: ~#

The above screenshot showsthat all softwareisupdated to thelatest version available
for my distribution.
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apt-get clean

apt-get keeps acopy of downloaded packages in /var/cache/apt/ar chives, as can be
seen in this screenshot.

root @bul204~# |s /var/cache/ apt/archives/ | head

account sservi ce_0. 6. 15- 2ubunt u9. 4_i 386. deb

apport _2.0.1-0Qubuntul4_all.deb

apport-gtk_2.0.1-0Qubuntul4_all.deb

apt _0. 8. 16~expl2ubunt ul0. 3_i 386. deb
apt-transport-https_0. 8. 16~expl2ubunt ul0. 3_i 386. deb
apt-utils_0.8.16~expl2ubunt ul0. 3_i 386. deb

bi nd9- host _1%8a9. 8. 1. df sg. P1- 4ubunt u0. 4_i 386. deb

chrom um browser _20. 0. 1132. 47~r 144678- Oubunt u0. 12. 04. 1_i 386. deb
chrom um browser-110n_20. 0. 1132. 47~r 144678- Oubunt u0. 12. 04. 1_al | . deb
chrom um codecs-f f npeg_20. 0. 1132. 47~r 144678- Oubunt u0. 12. 04. 1_i 386. deb

Running apt-get clean removes all .deb files from that directory.
root @bul204~# apt-get clean

root @bul204~# |s /var/cache/ apt/archives/*. deb
I's: cannot access /var/cache/apt/archives/*.deb: No such file or directory

apt-cache search

Use apt-cache sear ch to search for availability of apackage. Herewelook for r sync.

root @ibul204~# apt-cache search rsync | grep “rsync
rsync - fast, versatile, renote (and local) file-copying tool
rsyncrypto - rsync friendly encryption

apt-get install

You can install one or more applications by appending their name behind apt-get
install. The screenshot shows how to install the r sync package.

root @bul204~# apt-get install rsync
Readi ng package lists... Done
Bui | di ng dependency tree

Readi ng state information... Done
The foll owi ng NEW packages will be installed
rsync

0 upgraded, 1 newly installed, O to remove and 8 not upgraded.
Need to get 299 kB of archives.
After this operation, 634 kB of additional disk space will be used
Get:1 http://be.archive.ubuntu.com ubuntu/ precise/min rsync i 386 3.0.9-21ubuntul [299 k
Fetched 299 kB in 0s (740 kB/s)
Sel ecting previously unsel ected package rsync.
(Readi ng database ... 323649 files and directories currently installed.)
Unpacki ng rsync (from.../rsync_3.0.9-1ubuntul_i 386. deb)
Processing triggers for man-db ...
Processing triggers for ureadahead ...
Setting up rsync (3.0.9-1ubuntul)
Rermovi ng any system startup links for /etc/init.d/rsync ...
r oot @Qibul204~#
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apt-get remove

Y ou can remove one or more applications by appending their name behind apt-get
remove. The screenshot shows how to remove the r sync package.

root @ibul204~# apt-get renobve rsync
Readi ng package |lists... Done
Bui | di ng dependency tree
Readi ng state information... Done
The foll owi ng packages wi |l be REMOVED:
rsync ubuntu-standard
0 upgraded, 0 newy installed, 2 to renove and 8 not upgraded.
After this operation, 692 kB disk space will be freed.
Do you want to continue [Y/n]?
(Readi ng database ... 323681 files and directories currently installed.)
Renmovi ng ubuntu-standard ...
Renmovi ng rsync ...
* St oppi ng rsync daenon rsync
Processing triggers for ureadahead ...
Processing triggers for man-db ...
root @Qibul204~#

Note however that some configuration information is not removed.

root @bul204~# dpkg -1 rsync | tail -1 ] tr -s ' '
rc rsync 3.0.9-1ubuntul fast, versatile, renote (and local) file-copying tool

apt-get purge

You can purge one or more applications by appending their name behind apt-
get purge. Purging will also remove al existing configuration files related to that
application. The screenshot shows how to purge the r sync package.

root @bul204~# apt-get purge rsync

Readi ng package |lists... Done

Bui | di ng dependency tree

Readi ng state information... Done

The foll owi ng packages will be REMOVED:
rsync*

0 upgraded, O newly installed, 1 to remove and 8 not upgraded.

After this operation, O B of additional disk space will be used.

Do you want to continue [Y/n]?

(Readi ng database ... 323651 files and directories currently installed.)
Renmovi ng rsync ...

Purgi ng configuration files for rsync ...

Processing triggers for ureadahead ...

root @bul204~#

Note that dpkg has no information about a purged package, except that it is
uninstalled and no configuration is left on the system.

root @bul204~# dpkg -1 rsync | tail -1 | tr -s'
un rsync <none> (no description avail abl e)
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17.4. aptitude

Most people use aptitude for package management on Debian, Mint and Ubuntu
systems.

To synchronize with the repositories.

aptitude update

To patch and upgrade all software to the latest version on Debian.

aptitude upgrade

To patch and upgrade all software to the latest version on Ubuntu and Mint.

aptitude safe-upgrade

Toinstall an application with all dependencies.

aptitude install $package

To search the repositories for applications that contain a certain string in their name
or description.

aptitude search $string
To remove an application.

aptitude renmove $package

To remove an application and all configuration files.

aptitude purge $package
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17.5. apt

Both apt-get and aptitude use the same configuration information in /etc/apt/. Thus
adding arepository for one of them, will automatically add it for both.

/etc/apt/sources.list

The resource list used by apt-get and aptitude is located in /etc/apt/sour ces.list.
Thisfile contains alist of http or ftp sources where packages for the distribution can
be downloaded.

Thisiswhat that list looks like on my Debian server.

r oot @ebi an6: ~# cat /etc/apt/sources.|ist
deb http://ftp.be.debi an. org/ debi an/ squeeze nain
deb-src http://ftp.be. debi an. org/ debi an/ squeeze main

deb http://security.debian.org/ squeeze/updates main
deb-src http://security. debian.org/ squeeze/updates nain

# squeeze-updates, previously known as 'volatile

deb http://ftp.be.debi an. org/ debi an/ squeeze-updates main
deb-src http://ftp.be.debi an. org/ debi an/ squeeze-updates main

On my Ubuntu there are four times as many online repositoriesin use.

root @Qibul204~# wc -1 /etc/apt/sources.list
63 /etc/apt/sources.|list

Thereis much more to learn about apt, explore commands like add-apt-repository,
apt-key and apropos apt.
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17.6. rpm

about rpm

The Red Hat package manager can be used on the command linewithrpm orina
graphical way going to Applications--System Settings--Add/Remove Applications.
Typerpm --help to see some of the options.

Software distributed in the rpm format will be named foo-ver sion.platform.rpm .

rem -gqa

To obtain alist of al installed software, use the rpm -ga command.

[root @GRHEL52 ~]# rpm-qa | grep sanba
system confi g-sanba-1.2.39-1.el5
sanba-3.0.28-1.el5 2.1
sanba-client-3.0.28-1. e

15 2.1
sanba-comon-3.0.28-1.el5 2.1

rpm -q

To verify whether one package isinstalled, userpm -g.

root @RHELv4u4: ~# rpm -qg gcc
gcc-3.4.6-3

root @RHELv4u4: ~# rpm -q | ai ka
package laika is not installed

rpm -g --redhatprovides

To check whether apackageisprovided by Red Hat, usethe--redhatprovidesoption.

root @RHELv4u4: ~# rpm -qg --redhat provi des bash
bash-3.0-19.3

root @RHELv4u4: ~# rpm -q --redhat provi des gcc
gcc-3.4.6-3

root @RHELv4u4: ~# rpm -q --redhat provi des | ai ka
no package provides |aika

rpm -Uvh

Toinstal or upgrade a package, use the -Uvh switches. The -U switch isthe same as
-i for install, except that older versions of the software are removed. The -vh switches
are for nicer output.
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root @RHELv4u4: ~# rpm - UWwvh gcc-3.4.6-3

rem -e
To remove a package, use the -e switch.

root @RHELv4u4: ~# rpm -e gcc-3.4.6-3

rpm -e verifies dependencies, and thus will prevent you from accidentailly erasing
packages that are needed by other packages.

[root @RHEL52 ~]# rpm-e gcc-4.1.2-42.el5

error: Fail ed dependenci es:

gcc = 4.1.2-42.el5 is needed by (installed) gcc-c++-4.1.2-42.el5.i 386

gcc = 4.1.2-42.el5 is needed by (installed) gcc-gfortran-4.1.2-42.el5.i 386
gcc is needed by (installed) systemap-0.6.2-1.el5_2.2.i386

Ivar/lib/rpm

The rpm database is located at /var/lib/rpm. This database contains all meta
information about packages that are installed (via rpm). It keeps track of all files,
which enables complete removes of software.

romz2cpio

We can use r pmz2cpio to convert an rpm to acpio archive.

[root @RHELS53 ~]# file kernel.src.rpm

kernel .src.rpm RPM v3 src Power PC kernel -2.6.18-92.1.13.el5
[ root @RHEL53 ~]# rpnRcpi o kernel .src.rpm > kernel.cpio

[root @RHEL53 ~]# file kernel.cpio

kernel .cpio: ASCI| cpio archive (SVR4 with no CRQ)

But why would you want to do this?

Perhaps just to see of list of filesin therpm file.

[root @GRHEL53 ~]# rpnRcpi o kernel.src.rpm| cpio -t | head -5
COPYI NG. nodul es

Confi g. nk

Modul e. kabi _i 686

Modul e. kabi _i 686PAE

Modul e. kabi _i 686xen

Or to extract one file from an rpm package.

[root @GRHEL53 ~]# rpnRcpi o kernel.src.rpm| cpio -iv Config.nk
Confi g. mk
246098 bl ocks

178



package management

179



package management

17.7. yum

about yum

The Yellowdog Updater, Modified (yum) is an easier command to work with rpm
packages. It is installed by default on Fedora and Red Hat Enterprise Linux since
version 5.2.

yum list

Issue yum list availableto see alist of available packages. The available parameter
isoptional.

[root@hel 55 ~]1# yumlist | we -I
2471

Issueyum list $packageto get all versions (in different repositories) of one package.

[root @hel 55 ~]# yum |ist sanba
Loaded pl ugins: rhnplugin, security
Install ed Packages

sanba. i 386 3.0.33-3.28.el5 install ed

Avai | abl e Packages

sanba. i 386 3.0.33-3.29.el5 5 rhel -i 386-server-5
yum search

To search for a package containing a certain string in the description or name use
yum sear ch $string.

[root @hel 55 ~]# yum search gcc44

Loaded plugins: rhnplugin, security

Mat ched: gcc44
gcc44.i386 : Preview of GCC version 4.4
gcc4d4-c++.i1 386 : C++ support for GCC version 4.4
gccd4-gfortran.i 386 : Fortran support for GCC 4.4 previe

yum provides

To search for a package containing a certain file (you might need for compiling
things) use yum provides $filename.

[root @hel 55 ~]# yum provi des /usr/share/ man/ manl/gzi p. 1. gz
Loaded pl ugins: rhnplugin, security

Inporting additional filelist information
gzip-1.3.5-9.el5.i386 : The G\U data conpressi on program

Repo : rhel -i 386-server-5
Mat ched from
Fi | enane : Jusr/share/ man/ manl/ gzi p. 1. gz
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yum install

To install an application, use yum install $package. Naturally yum will install all
the necessary dependencies.

[root @hel 55 ~]# yuminstall sudo

Loaded plugins: rhnplugin, security

Setting up Install Process

Resol vi ng Dependenci es

--> Runni ng transaction check

---> Package sudo.i 386 0:1.7.2pl-7.el5 5 set to be updated
--> Fi ni shed Dependency Resol ution

Dependenci es Resol ved

Package Arch Ver si on Reposi tory Si ze
Installing:
sudo i 386 1.7.2pl-7.el5_5 rhel -i 386-server-5 230 k

Transaction Summary

Install 1 Package(s)
Upgr ade 0 Package(s)

Total downl oad size: 230 k
Is this ok [y/IN: vy
Downl oadi ng Packages:
sudo-1.7.2pl-7.el 5_5.i386.rpm | 230 kB 00: 00
Runni ng rpm check_debug
Runni ng Transacti on Test
Fi ni shed Transaction Test
Transacti on Test Succeeded
Runni ng Transacti on
Installing : sudo 1/1

I nstall ed:
sudo.i 386 0:1.7.2pl-7.el5_5

Conpl et e!

Y ou can add more than one parameter here.

yuminstall $packagel $package2 $package3

yum update

To bring all applications up to date, by downloading and installing them, issue yum
update. All software that was installed viayum will be updated to the latest version
that isavailable in the repository.

yum updat e

If you only want to update one package, use yum update $package.

[root @hel 55 ~]# yum updat e sudo
Loaded pl ugins: rhnplugin, security
Ski ppi ng security plugin, no data
Setting up Update Process
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Resol vi ng Dependenci es

Ski ppi ng security plugin, no data

--> Runni ng transaction check

---> Package sudo.i 386 0:1.7.2pl-7.el5 5 set to be updated
--> Fi ni shed Dependency Resol ution

Dependenci es Resol ved

Package Arch Ver si on Reposi tory Si ze
Updat i ng:
sudo i 386 1.7.2pl1l-7.el5_5 rhel -i 386-server-5 230 k

Transaction Summary

Install 0 Package(s)
Upgr ade 1 Package(s)

Total downl oad size: 230 k

Is this ok [y/IN: vy

Downl oadi ng Packages:

sudo-1.7.2pl-7.el 5_5.i386.rpm | 230 kB 00: 00
Runni ng rpm check_debug

Runni ng Transacti on Test

Fi ni shed Transaction Test

Transacti on Test Succeeded

Runni ng Transacti on

Updati ng : sudo 1/2
Cl eanup : sudo 2/ 2
Updat ed:

sudo.i 386 0:1.7.2pl-7.el5_5

Conpl et e!

yum software groups

Issue yum grouplist to see alist of al available software groups.

[root @hel 55 ~]# yum groupli st
Loaded pl ugins: rhnplugin, security
Setting up Group Process
Instal |l ed G oups:

Admi ni stration Tool s

Aut horing and Publi shing

DNS Name Server

Devel opnent Libraries

Devel opnent Tool s

Editors

GNOME Deskt op Environment

GNOME Sof t war e Devel opnent

Graphi cal Internet

G aphi cs

Legacy Network Server

Legacy Software Devel opnent

Legacy Software Support

Mai | Server

Net wor kK Servers

O fice/Productivity

Printing Support

Server Configuration Tools
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System Tool s
Text - based | nternet
Wb Server
W ndows File Server
X Sof t war e Devel opment
X W ndow System
Avai | abl e G oups:
Engi neering and Scientific
FTP Server
Garmes and Entertai nnent
Java Devel opnent
KDE (K Desktop Environnent)
KDE Sof t war e Devel opment
MySQL Dat abase
News Server
OpenFabrics Enterprise Distribution
Post greSQ. Dat abase
Sound and Vi deo
Done

To install a set of applications, brought together via a group, use yum groupinstall
$groupname.

[root @hel 55 ~]# yum groupinstall 'Sound and vi deo

Loaded pl ugins: rhnplugin, security

Setting up Group Process

Package al sa-utils-1.0.17-1.el5.i386 already installed and | atest version
Package sox-12.18.1-1.i386 already installed and | atest version

Package 9: nkisofs-2.01-10.7.el5.i386 already installed and | atest version
Package 9:cdrecord-2.01-10.7.el5.i386 already installed and | atest version
Package cdrdao-1.2.1-2.i386 already installed and | atest version
Resol vi ng Dependenci es

--> Runni ng transaction check

---> Package cdda2wav.i 386 9:2.01-10.7.el5 set to be updated

---> Package cdparanoi a.i 386 0: al pha9. 8-27.2 set to be updated

---> Package sound-juicer.i386 0:2.16.0-3.el5 set to be updated

--> Processi ng Dependency: |ibmnusicbrainz >= 2.1.0 for package: sound-j uicer
--> Processi ng Dependency: |ibmnusicbrainz.so.4 for package: sound-juicer
---> Package vorbis-tools.i386 1:1.1.1-3.el5 set to be updated

--> Processi ng Dependency: |ibao >= 0.8.4 for package: vorbis-tools

--> Processi ng Dependency: |ibao.so.2 for package: vorbis-tools

--> Runni ng transaction check

---> Package libao.i386 0:0.8.6-7 set to be updated

---> Package libnusicbrainz.i386 0:2.1.1-4.1 set to be updated
--> Fi ni shed Dependency Resol ution

Read the manual page of yum for more information about managing groupsin yum.

/etc/yum.conf and repositories

The configuration of yum repositories is done in /etc/lyum/yum.conf and /etc/yum/
repos.d/.

Configurating yum itself isdonein /etc/yum.conf. Thisfilewill contain the location
of alog file and a cache directory for yum and can also contain alist of repositories.

Recently yum started accepting severa repo files with each file containing alist of
repositories. Theserepo files arelocated in the /etc/yum.repos.d/ directory.
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One important flag for yum is enablerepo. Use this command if you want to use a
repository that is not enabled by default.

yum $comrand $f oo --enabl er epo=$r epo

An example of the contents of the repo file: MyRepo.repo

[ $repo]

nane=My Repository

baseur| =htt p:// pat h/t o/ MyRepo

gpgcheck=1

gpgkey=file:///etc/pki/rpm gpg/ RPM GPG KEY- MyRep
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17.8. alien

alien is experimental software that converts between rpm and deb package formats
(and others).

Below an example of how to use alien to convert an rpm package to adeb package.

paul @arry:~$ Is -1 netcat*

-rwr--r-- 1 paul paul 123912 2009-06-04 14:58 netcat-0.7.1-1.i386.rpm
paul @arry:~$ alien --to-deb netcat-0.7.1-1.i386.rpm

netcat_0.7.1-2_i 386. deb generat ed

paul @arry:~$ Is -1 netcat*

-rwr--r-- 1 paul paul 123912 2009-06-04 14:58 netcat-0.7.1-1.i386.rpm
-rwr--r-- 1 root root 125236 2009-06-04 14:59 netcat_0.7.1-2_i 386. deb

Inreal life, use the netcat tool provided by your distribution, or use the .deb file from
their website.
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17.9. downloading software outside the
repository

First and most important, whenever you download software, start by reading the
README file!

Normally the readme will explain what to do after download. Y ou will probably
receivea.tar.gz or a.tgz file. Read the documentation, then put the compressedfilein
adirectory. Y ou can use the following to find out where the package wantsto install.

tar tvzpf $downl oadedFile.tgz

You unpack them like with tar xzf, it will create a directory called
applicationName-1.2.3

tar xzf $applicati onNane.tgz

Replace the z with a j when the file ends in .tar.bz2. The tar, gzip and bzip2
commands are explained in detail in the Linux Fundamentals course.

If you download a.deb file, then you'll have to use dpkg to install it, .rpm's can be
installed with the rpm command.

17.10. compiling software

First and most important, whenever you download source code for installation, start
by reading the README filel

Usually the steps are always the same three : running ./configur e followed by make
(which is the actual compiling) and then by make install to copy the files to their
proper location.

./Iconfigure

make
make i nst al
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17.11. practice: package management

1. Find the Graphical application on all computers to add and remove applications.
2. Verify on both systems whether gcc isinstalled.

3. Use aptitude or yum to search for and install the 'dict’, 'samba and 'wesnoth'
applications. Did you find al them all ?

4. Search the internet for ‘webmin' and install it.

5. If time permits, uninstall Samba from the ubuntu machine, download the latest
version from samba.org and install it.
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17.12. solution: package management

1. Find the Graphical application on all computers to add and remove applications.

2. Verify on both systems whether gcc isinstalled.
dpkg -1 | grep gcc
rpm-qa | grep gcc

3. Use aptitude or yum to search for and install the 'dict’, 'samba and ‘wesnoth’
applications. Did you find al them all ?

aptitude search wesnoth (Debian, Ubuntu and fanily)
yum search wesnoth (Red Hat and fanily)

4. Search the internet for ‘webmin' and install it.

Googl e shoul d point you to webm n.com

There are several formats available there choose .rpm .deb or .tgz .

5. If time permits, uninstall Samba from the ubuntu machine, download the latest
version from samba.org and install it.
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Chapter 18. general networking
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While this chapter is not directly about Linux, it does contain general networking
concepts that will help you in troubleshooting networks on Linux.
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18.1. network layers

seven OSIl layers

When talking about protocol layers, people usually mention the seven layers of the
osi protocol (Application, Presentation, Session, Transport, Network, Data Link and
Physical). We will discusslayers 2 and 3 in depth, and focus less on the other layers.
The reason is that these layers are important for understanding networks. Y ou will
hear administrators use words like "this is a layer 2 device" or "this is a layer 3
broadcast”, and you should be able to understand what they are talking about.

four DoD layers

The DoD (or tcp/ip) model hasonly four layers, roughly mapping its networ k access
layer to OSl layers 1 and 2 (Physical and Datalink), its internet (IP) layer to the
OSl network layer, its host-to-host (tcp, udp) layer to OSl layer 4 (transport) and
itsapplication layer to OS| layers5, 6 and 7.

Below an attempt to put OSl and DoD layers next to some protocols and devices.

OSI Model DoD Model protocols devices/apps
dns, dhcp, ntp, web server,
o snmp, https, ftp, mail server,

layer 5, 6,7 application ssh, telnet, http, browser,
pop3... others mail client...

layer 4 host-to-host tcp udp gateway

router, firewall

layer 3 internet ip, icmp, igmp
layer 3 switch
layer 2 arp (mac), rarp bridge.
network layer 2 switch
access
layer 1 ethernet, token ring hub

short introduction to the physical layer

The physical layer, or layer 1, isall about voltage, electrical signals and mechanical
connections. Some networks might still use coax cables, but most will have migrated
to utp (cat 5 or better) with rj45 connectors.
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short

short

short

Devices like repeaters and hubs are part of this layer. You cannot use software to
'see’ arepeater or hub on the network. The only thing these devices are doing is
amplifying electrical signals on cables. Passive hubs are multiport amplifiers that
amplify an incoming electrical signal on al other connections. Active hubs do this
by reading and retransmitting bits, without interpreting any meaning in those bits.

Network technologies like csma/cd and token ring are defined on this layer.

Thisisall we haveto say about layer 1 in this book.

introduction to the data link layer

Thedatalink layer, or layer 2 isabout frames. A frame has acr ¢ (cyclic redundancy
check). In the case of ethernet (802.3), each network card isidentifiable by a unique
48-bit mac address (media access control address).

On this layer we find devices like bridges and switches. A bridge is more intelligent
than a hub because a bridge can make decisions based on the mac address of
computers. A switch also understands mac addresses.

In this book we will discuss commands like ar p and ifconfig to explore this layer.

introduction to the network layer

Layer 3 isabout ip packets. This layer gives every host a unique 32-bit ip address.
But ip is not the only protocol on thislayer, thereisalso icmp, igmp, ipv6 and more.
A complete list can be found in the /etc/protocolsfile.

On this layer we find devices like routers and layer 3 switches, devices that know
(and have) an ip address.

In tcp/ip this layer is commonly referred to as the inter net layer.

introduction to the transport layer

We will discuss the tcp and udp protocolsin the context of layer 4. The DoD model
calls this the host-to-host layer.

layers 5, 6 and 7

The tcp/ip application layer includes layers 5, 6 and 7. Details on the difference
between these layers are out of scope of this course.

network layers in this book

Stacking of layers in this book is based on the Protocols in Frame explanation in
the wireshark sniffer. When sniffing a dncp packet, we notice the following in the
sniffer.
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[Protocols in Franme: eth:ip:udp: bootp]

Sniffing for ntp (Network Time Protocol) packets gives us this line, which makes us
conclude to put ntp next to bootp in the protocol chart below.

[Protocols in Frame: eth:ip:udp:ntp]

Sniffing an arp broadcast makes us put arp next to ip. All these protocols are
explained later in this chapter.

[Protocols in Franme: eth:arp]

Below is a protocol chart based on wireshark's knowledge. It contains some very
common protocols that are discussed in this book. The chart does not contain all
protocols.

SSH SMTP HTTP POP3 DNS NTP DHCP
BOOTP

ICMP | IGMP TCP UDP

ARP
RARP

Ethernet
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18.2. unicast, multicast, broadcast, anycast

unicast

A unicast communication originates from one computer and is destined for exactly
one other computer (or host). It is common for computers to have many unicast

communications.

0O
© 0

O O

multicast

A multicast is destined for agroup (of computers).

O

O
O

Some examples of multicast are Realplayer (.sdp files) and ripv2 (a routing
protocol).
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broadcast

A broadcast is meant for everyone.

0 —)

Typical example hereisthe BBC (British Broadcasting Corporation) broadcasting to
everyone. In datacommunications a broadcast is most common confined to the lan.

Careful, alayer 2 broadcast isvery different from alayer 3 broadcast. A layer two
broadcast is received by all network cards on the same segment (it does not pass any
router), whereas alayer 3 broadcast is received by al hostsin the same ip subnet.

anycast

The root name servers of the internet use anycast. An anycast signal goes the the
(geographically) nearest of awell defined group.

O o

O
O

O

With thanks to the nice anonymous wikipedia contributor to put these picturesin the
public domain.
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18.3. lan-wan-man

lan

wan

The term lan is used for local area networks, as opposed to a wan for wide area
networks. The difference between the two is determined by the distance between the
computers, and not by the number of computers in a network. Some protocols like
atm are designed for use in awan, otherslike ethernet are designed for usein alan.

A lan (Loca AreaNetwork) isalocal network. This can be one room, or one floor,
or even one big building. We say lan as long as computers are close to each other.
Y ou can aso define alan when all computers are ether net connected.

A lan can contain multiple smaller lan's. The picture below shows three lan's that
together make up onelan.

research lan

router (or switch)

server lan

A wan (Wide Area Network) is a network with a lot of distance between the
computers (or hosts). These hosts are often connected by leased lines. A wan does
not use ethernet, but protocols like fddi, frame relay, ATM or X.25 to connect
computers (and networks).

The picture below shows a branch office that is connected through Frame Relay
with headquarters.

She,
e

““““
Q

uuuuu
hhhh

p Branch LAN

Frame Relay Cloud
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man

The acronym wan is also used for large surface area networks like the inter net.

Cisco isknown for their wan technology. They makerouter sthat connect many lan
networks using wan protocols.

A man (Metropolitan Area Network) is something inbetween alan and awan, often
comprising several buildings on the same campus or in the same city. A man can use
fddi or ethernet or other protocols for connectivity.

pan-wpan

18.4.

Y our home network is called a pan (Personal Area Network). A wireless pan isa
wpan.

Internet - intranet - extranet

Theinter net isaglobal network. It connects many networks using thetcp/ip protocol
stack.

The origin of the internet is the arpanet. The arpanet was created in 1969, that
year only four computers were connected in the network. In 1971 the first e-mail was
sent over the ar panet. E-mail took 75 percent of al arpanet traffic in 1973. 1973
was aso the year ftp was introduced, and saw the connection of the first European
countries (Norway and UK). In 2009 the internet was available to 25 percent of the
world population. In 2011 it is estimated that only a quarter of internet webpages are
in English.

Anintranet isaprivate tcp/ip network. An intranet uses the same protocols as the
internet, but is only accessible to people from within one organization.

An extranet is similar to an intranet, but some trusted organizations (partners/
clients/suppliers...) also get access.
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18.5. tcp/ip

history of tcp/ip

In the Sixties development of the tcp/ip protocol stack was started by the US
Department of Defense. In the Eighties a lot of commercial enterprises developed
their own protocol stack: IBM created sna, Novell had ipx/spx, Microsoft compl eted
netbeui and Apple worked with appletalk. All the efforts from the Eightiesfailed to
survive the Nineties. By the end of the Nineties, aimost all computers in the world
were able to speak tcp/ip.

In my humble opinion, the main reason for the survival of tcp/ip over al the other
protocolsisitsopenness. Everyoneisfreeto develop and use thetcp/ip protocol suite.

rfc (request for comment)

The protocolsthat are used on the internet are defined inrfc's. Anrfc or request for
comment describes the inner working of al internet protocols. The IETF (Internet
Engineering Task Force) is the sole publisher of these protocols since 1986.

The official website for therfc'sishttp://www.rfc-editor.org. Thiswebsite contains
al rfc'sin plaintext, for examplerfc2132 (which defines dhcp and bootp) isaccessible
at http://www.rfc-editor.org/rfc/rfc2132.txt.

many protocols

For reliable connections, you use tcp, whereas udp is connectionless but faster. The
icmp error messages are used by ping, multicast groups are managed by igmp.

These protocols are visible in the protocol field of theip header, and arelisted in the
/etc/protocolsfile.

paul @lebi an5: ~$ grep tcp /etc/protocol s
tcp 6 TCP # transm ssion control protocol

many services

Network cardsare uniquely identified by their mac addr ess, hostsby their ip addr ess
and applications by their port number.

Common application level protocols like smtp, http, ssh, telnet and ftp have fixed
port numbers. Thereisalist of port numbersin /etc/services.

paul @bul010: ~$ grep ssh /etc/services
ssh 22/tcp # SSH Renote Logi n Protocol
ssh 22/ udp
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Thischapter explains how to configure networ k inter face car dsto work with tcp/ip.
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19.1. to gui or not to gui

Recent Linux distributions often include a graphical application to configure
the network. Some people complain that these applications mess networking
configurations up when used simultaneously with command line configurations.
Notably Network Manager (often replaced by wicd) and yast are known to not care
about configuration changes via the command line.

Since the goal of this course is server administration, we will assume our Linux
servers are aways administered through the command line.

This chapter only focuses on using the command line for network interface
configuration!

Unfortunately there is no single combination of Linux commands and /etc files that
works on all Linux distributions. We discuss networking on two (large but distinct)
Linux distribution families.

We start with Debian/Ubuntu, then continue with Fedora/RHEL .
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19.2. Debian/Ubuntu nic configuration

letc/network/interfaces

The /etc/network/interfaces file is a core network interface card configuration file
on Ubuntu and Debian.

dhcp client

The screenshot below shows that our current Ubuntu 11.04 is configured for dhcp
on ethO (the first network interface card or nic).

root @ibull04srv: ~# cat /etc/network/interfaces
# This file describes the network interfaces avail able on your system
# and how to activate them For nore information, see interfaces(5).

# The | oopback network interface
auto lo
iface lo inet |oopback

# The primary network interface
auto ethO
iface ethO inet dhcp

Configuring network cards for dhcp is good practice for clients, but servers usually
require afixed ip address.

fixed ip

The screenshot below shows /etc/networ k/interfaces configured with a fixed ip
address.

root @bull04srv: ~# cat /etc/network/interfaces
# This file describes the network interfaces avail able on your system
# and how to activate them For nore information, see interfaces(5).

# The | oopback network interface
auto lo
iface lo inet |oopback

# The primary network interface
auto ethO

iface ethO inet static

address 192.168. 33. 100

network 192.168.33.0

net mask 255. 255. 255.0

gateway 192.168.33.1

The screenshot above also shows that you can provide more configuration than just
the ip address. See interfaces(5) for help on setting a gateway, netmask or any of
the other options.

201



interface configuration

/sbin/ifdown

It is adviced (but not mandatory) to down an interface before changing its
configuration. This can be done with the ifdown command.

The command will not give any output when downing an interface with a fixed ip
address. However ifconfig will no longer show the interface.

root @ibull04srv: ~# i f down et hO
root @bull04srv: ~# ifconfig
lo Li nk encap: Local Loopback
i net addr:127.0.0.1 Mask:255.0.0.0
inet6 addr: ::1/128 Scope: Host
UP LOOPBACK RUNNI NG MTU: 16436 Metric:1
RX packets: 106 errors: 0 dropped: 0 overruns: 0 franme: 0
TX packets: 106 errors: 0 dropped: 0 overruns:0 carrier:0
col lisions: 0 txqueuel en: 0
RX bytes: 11162 (11.1 KB) TX bytes: 11162 (11.1 KB)

An interface that is down cannot be used to connect to the network.

/sbin/ifup

Below a screenshot of ifup bringing the ethO ethernet interface up using dhcp. (Note
that thisisaUbuntu 10.10 screenshot, Ubuntu 11.04 omits ifup output by default.)

r oot @bul010srv:/etc/network# i fup ethO

Internet Systens ConsortiumDHCP Client V3.1.3

Copyri ght 2004-2009 Internet Systens Consortium

Al rights reserved.

For info, please visit https://ww.isc. org/software/ dhcp/

Li stening on LPF/ et h0O/08:00: 27:cd: 7f:fc

Sendi ng on LPF/ et h0/ 08: 00: 27: cd: 7f: fc

Sendi ng on Socket/fal | back

DHCPREQUEST of 192.168.1.34 on ethO to 255.255. 255. 255 port 67
DHCPNAK from 192. 168. 33. 100

DHCPDI SCOVER on et hO to 255. 255. 255. 255 port 67 interval 3
DHCPOFFER of 192.168.33.77 from 192. 168. 33. 100

DHCPREQUEST of 192.168.33.77 on ethO to 255. 255. 255. 255 port 67
DHCPACK of 192.168.33.77 from 192. 168. 33. 100

bound to 192.168.33.77 -- renewal in 95 seconds.

ssh stop/waiting

ssh start/running, process 1301

root @ibul010srv: /et c/ net wor k#

The details of dhcp are covered in a separate chapter in the Linux Servers course.

202



interface configuration

19.3. Red Hat/Fedora nic configuration

/etc/sysconfig/network

The /etc/sysconfig/network fileisaglobal (across all network cards) configuration
file. It allows us to define whether we want networking (NETWORKING=yes|
no), what the hostname should be (HOSTNAME=) and which gateway to use
(GATEWAY=).

[root @hel 6 ~]# cat /etc/sysconfig/ network
NETWORKI NG=yes

HOSTNAME=T hel 6

GATEWAY=192. 168. 1. 1

There are adozen more option settablein thisfile, details can befound in /usr/share/
doc/initscripts-*/sysconfig.txt.

letc/sysconfig/network-scripts/ifcfg-

Each network card can be configured individually using the /etc/sysconfig/networ k-
scriptg/ifcfg-* files. When you have only one network card, then this will probably
be /etc/sysconfig/networ k-scripts/ifcfg-ethO.

dhcp client

Below a screenshot of /etc/sysconfig/network-scripts/ifcfg-ethO configured for
dhcp (BOOTPROTO="dhcp"). Note also the NM_CONTROLLED paramater to
disable control of thisnic by Networ k M anager . Thisparameter isnot explained (not
even mentioned) in /usr/share/doc/initscripts-*/sysconfig.txt, but many others are.

[root@hel 6 ~]# cat /etc/sysconfig/ network-scripts/ifcfg-ethO
DEVI CE=" et h0"

HWADDR=" 08: 00: 27: DD: OD: 5C"

NM_CONTROLLED=" no"

BOOTPROTO="dhcp"

ONBOOT="yes"

The BOOTPROTO variable can be set to either dhcp or bootp, anything else will
be considered static meaning there should be no protocol used at boot time to set the
interface values.

fixed ip

Below a screenshot of a fixed ip configuration in /etc/sysconfig/networ k-scripts/
ifcfg-ethO.

[root@hel 6 ~]# cat /etc/sysconfig/ network-scripts/ifcfg-ethO
DEVI CE=" et h0"
HWADDR=" 08: 00: 27: DD: OD: 5C"
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NM_CONTROLLED=" no"
BOOTPROTO=" none"

| PADDR="192. 168. 1. 99"
NETMASK=" 255. 255. 255. 0"
GATEWAY="192. 168. 1. 1"
ONBOOT="yes"

The HWADDR can be used to make sure that each network card gets the correct
name when multiple network cards are present in the computer. It can not be used to
assign amac addr essto anetwork card. For this, you need to specify the MACADDR
variable. Do not use HWADDR and MACADDR in the same ifcfg-ethx file.

The BROADCAST= and NETWORK= parameters from previous RHEL/Fedora
versions are obsoleted.

/sbin/ifup and /sbin/ifdown

The ifup and ifdown commands will set an interface up or down, using the
configuration discussed above. This is identical to their behaviour in Debian and
Ubuntu.

[root@hel 6 ~]# ifdown ethO && ifup ethO
[root@hel 6 ~]# ifconfig ethO
et hO Link encap: Et hernet Hwaddr 08:00: 27: DD: OD: 5C
i net addr:192.168.1.99 Bcast:192.168.1.255 Mask: 255.255.255.0
inet6 addr: fe80::a00:27ff:fedd: d5c/ 64 Scope: Li nk
UP BROADCAST RUNNI NG MULTI CAST Mru:. 1500 Metric:1
RX packets: 2452 errors: 0 dropped: 0 overruns: 0 franme: 0
TX packets: 1881 errors: 0 dropped: 0 overruns: 0 carrier:0
col l'i sions: 0 txqueuel en: 1000
RX bytes: 257036 (251.0 Ki B) TX bytes: 184767 (180.4 Ki B)
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19.4. ifconfig

The use of /shin/ifconfig without any arguments will present you with alist of all
active network interface cards, including wireless and the loopback interface. In the
screenshot below ethO has no ip address.

root @bul010: ~# ifconfig

et hO Link encap: Et hernet Hwaddr 00: 26: bb: 5d: 2e: 52
UP BROADCAST MULTI CAST MIU: 1500 Metric:1
RX packets:0 errors: 0 dropped: 0 overruns:0 frane: 0
TX packets: 0 errors: 0 dropped: 0 overruns:0 carrier:0
collisions:0 txqueuel en: 1000
RX bytes:0 (0.0 B) TX bytes:0 (0.0 B)
Interrupt: 43 Base address: 0xe000

ethl Link encap: Et hernet Hwaddr 00: 26: bb: 12: 7a: 5e
i net addr:192.168.1.30 Bcast:192.168.1.255 Mask: 255.255.255.0
inet6 addr: fe80::226:bbff:fel2: 7abe/ 64 Scope: Li nk
UP BROADCAST RUNNI NG MULTI CAST MruU: 1500 Metric:1
RX packets: 11141791 errors: 202 dropped: 0 overruns: 0 frame: 11580126
TX packets: 6473056 errors: 3860 dropped: 0 overruns: 0 carrier:0
collisions:0 txqueuel en: 1000
RX bytes: 3476531617 (3.4 GB) TX bytes: 2114919475 (2.1 GB)
Interrupt: 23

lo Li nk encap: Local Loopback
i net addr:127.0.0.1 Mask:255.0.0.0
inet6 addr: ::1/128 Scope: Host
UP LOOPBACK RUNNI NG MIU: 16436 Metric:1
RX packets: 2879 errors: 0 dropped: 0 overruns:0 frane: 0
TX packets: 2879 errors: 0 dropped: 0 overruns:0 carrier:0
collisions:0 txqueuel en: 0
RX bytes: 486510 (486.5 KB) TX bytes: 486510 (486.5 KB)

Y ou can also use ifconfig to obtain information about just one network card.

[root@hel 6 ~]# ifconfig ethO
et hO Link encap: Et hernet Hwaddr 08:00: 27: DD: OD: 5C
i net addr:192.168.1.99 Bcast:192.168.1.255 Mask: 255.255.255.0
inet6 addr: fe80::a00:27ff: fedd: d5c/ 64 Scope: Li nk
UP BROADCAST RUNNI NG MULTI CAST MruU: 1500 Metric:1
RX packets: 2969 errors: 0 dropped: 0 overruns:0 frane: 0
TX packets: 1918 errors: 0 dropped: 0 overruns:0 carrier:0
collisions:0 txqueuel en: 1000
RX bytes: 335942 (328.0 KiB) TX bytes: 190157 (185.7 KiB)

When /sbin isnot in the $PATH of anormal user you will have to type the full path,
as seen here on Debian.

paul @ebi an5: ~$ /sbin/ifconfig eth3
et h3 Link encap: Et hernet Hwaddr 08:00: 27: ab: 67: 30
i net addr:192.168.1.29 Bcast:192.168.1.255 Mask: 255.255.255.0
inet6 addr: fe80::a00:27ff:feab: 6730/ 64 Scope: Li nk
UP BROADCAST RUNNI NG MULTI CAST MruU: 1500 Metric:1
RX packets: 27155 errors: 0 dropped: 0 overruns:0 frane: 0
TX packets: 30527 errors: 0 dropped: 0 overruns:0 carrier:0
collisions: 0 txqueuel en: 1000
RX bytes: 13095386 (12.4 M B) TX bytes: 25767221 (24.5 M B)
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up and down

You can also use ifconfig to bring an interface up or down. The difference with
ifup is that ifconfig ethO up will re-activate the nic keeping its existing (current)
configuration, whereas ifup will read the correct file that contains a (possibly new)
configuration and use this config file to bring the interface up.

[root@hel 6 ~]# ifconfig ethO down

[root@hel 6 ~]# ifconfig ethO up

[root@hel 6 ~]# ifconfig ethO

et hO Link encap: Et hernet Hwaddr 08:00: 27: DD: OD: 5C
i net addr:192.168.1.99 Bcast:192.168.1.255 Mask: 255.255.255.0
inet6 addr: fe80::a00:27ff:fedd: d5c/ 64 Scope: Li nk
UP BROADCAST RUNNI NG MULTI CAST Mru:. 1500 Metric:1
RX packets: 2995 errors: 0 dropped: 0 overruns: 0 franme: 0
TX packets: 1927 errors: 0 dropped: 0 overruns: 0 carrier:0
col l'i sions: 0 txqueuel en: 1000
RX byt es: 339030 (331.0 KiB) TX bytes: 191583 (187.0 Ki B)

setting ip address

Y ou cantemporary set anip addresswith ifconfig. Thisip addressisonly valid until
the next ifup/ifdown cycle or until the next reboot.

[root@hel 6 ~]# ifconfig ethO | grep 192

i net addr:192.168.1.99 Bcast:192.168.1.255 Mask: 255.255.255.0
[root@hel 6 ~]# ifconfig ethO 192. 168. 33. 42 net mask 255.255.0.0
[root@hel 6 ~]# ifconfig ethO | grep 192

i net addr:192.168. 33.42 Bcast:192.168. 255. 255 Mask: 255.255.0.0
[root@hel 6 ~]# ifdown ethO && i fup ethO
[root@hel 6 ~]# ifconfig ethO | grep 192

i net addr:192.168.1.99 Bcast:192.168.1.255 Mask: 255.255.255.0

setting mac address

Y ou can also use ifconfig to set another mac addr ess than the one hard coded in the
network card. This screenshot shows you how.

[root@hel 6 ~]# ifconfig ethO | grep HWaddr

et hO Link encap: Et hernet Hwaddr 08:00: 27: DD: OD: 5C
[root@hel 6 ~]# ifconfig ethO hw ether 00:42:42: 42: 42: 42
[root@hel 6 ~]# ifconfig ethO | grep HWaddr

et hO Link encap: Et hernet Hwaddr 00:42:42:42: 42: 42

dhclient

Home and client Linux desktops often have /sbin/dhclient running. Thisisadaemon
that enables a network interface to lease an ip configuration from a dhcp server.
When your adapter is configured for dhcp or bootp, then /sbin/ifup will start the
dhclient daemon.

When alease is renewed, dhclient will override your ifconfig set ip address!
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19.5. hostname

Every host receives a hosthame, often placed in a DNS name space forming the
fgdn or Fully Qualified Domain Name.

Thisscreenshot showsthe hostname command and the configuration of the hostname
on Red Hat/Fedora.

[root@hel 6 ~]# grep rhel /etc/sysconfig/network
HOSTNAME=T hel 6

[root @hel 6 ~] # host name

rhel 6

Ubuntu/Debian uses the /etc/hostname file to configure the hostname.

paul @bul010: ~$ cat /etc/hostnane
ubul010

paul @bul010: ~$ host nane

ubul010

On al Linux distributions you can change the hostname using the hostname
$newname command. Thisis not a permanent change.

[root @hel 6 ~] # host name server42
[root @hel 6 ~] # host name
server42

On any Linux you can use sysctl to display and set the hostname.

[root @hel 6 ~]# sysctl kernel.hostnane
kernel . host nane = server42

[root@hel 6 ~]# sysctl Kkernel.hostname=rhel 6
kernel . hostnane = rhel 6

[root @hel 6 ~]# sysctl kernel.hostnane
kernel . hostnane = rhel 6

[root @hel 6 ~]# host name

rhel 6
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19.6. arp

The ip to mac resolution is handled by the layer two broadcast protocol arp. The
ar p table can be displayed with the ar p tool. The screenshot below showsthelist of
computers that this computer recently communicated with.

root @arry: ~# arp -a

? (192.168.1.191) at 00:0C:29:3B:15:80 [ether] on ethl
agapi (192.168.1.73) at 00:03:BA:09: 7F: D2 [ether] on ethl
anya (192.168.1.1) at 00:12:01: E2: 87:FB [ether] on ethl
faith (192.168.1.41) at 00:0E: 7F:41:0D:EB [ether] on ethl
kiss (192.168.1.49) at 00:DO: EO:91:79:95 [ether] on ethl
| ai ka (192.168.1.40) at 00: 90: F5: 4E: AE: 17 [ether] on ethl
pasha (192.168.1.71) at 00: 03: BA: 02: C3:82 [ether] on ethl
shaka (192.168.1.72) at 00:03:BA:09: 7C.F9 [ether] on ethl
root @arry: ~#

Anya is a Cisco Firewall, faith is a laser printer, kiss is a Kiss DP600, laika is a
laptop and Agapi, Shaka and Pasha are SPARC servers. The question mark isa Red
Hat Enterprise Linux server running on a virtual machine.

You can use arp -d to remove an entry from the arp table.

[root@hel 6 ~]# arp

Addr ess HW ype Hwaddress Fl ags Mask | face
ubul010 et her 00: 26: bb: 12: 7a: 5e C et hO
anya et her 00: 02: cf:aa:68:f0 C et hO

[root@hel 6 ~]# arp -d anya
[root@hel 6 ~]# arp

Addr ess HW ype Hwaddress Fl ags Mask | face
ubul010 et her 00: 26: bb: 12: 7a: 5e C et hO
anya (i nconpl ete) et hO

[root @hel 6 ~]# ping anya
PI NG anya (192.168.1.1) 56(84) bytes of data.
64 bytes fromanya (192.168.1.1): icnp_seq=1 ttl=254 tine=10.2 ns

[root@hel 6 ~]# arp

Addr ess HW ype Hwaddress Fl ags Mask I face
ubul010 et her 00: 26: bbh: 12: 7a: 5e C et hO
anya et her 00:02: cf:aa:68:f0 C et hO
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19.7.

19.8.

route

Y ou can see the computer's local routing table with the /sbin/route command (and
also with netstat -r ).

root @RHEL4b ~]# netstat -r

Kernel 1P routing table

Destination Gat eway Genmask Fl ags MSS Wndow irtt Iface
192.168.1.0 * 255. 255.255.0 u oo 0 etho
[root @RHEL4b ~]# route

Kernel 1P routing table

Destination Gat eway Genmask Fl ags Metric Ref Use |face
192.168.1.0 * 255. 255.255.0 u 0 0 0 ethO

[ root @RHEL4b ~]#

It appears this computer does not have a gateway configured, so we use route add
default gw to add a default gateway on thefly.

[root @RHEL4b ~]# route add default gw 192.168.1.1
[root @RHEL4b ~]# route
Kernel 1P routing table

Destination Gat eway Gennmask Flags Metric Ref Use Iface
192.168.1.0 * 255.255.255.0 U 0 0 0 ethO
def aul t 192.168.1.1 0.0.0.0 uG 0 0 0 ethO

[root @GRHEL4b ~]#

Unlessyou configure the gateway in one of the/etc/ file from the start of this chapter,
your computer will forget this gateway after areboot.

ping
If you can ping to another host, then tcp/ip is configured.

[root @RHEL4b ~]# ping 192.168.1.5

PI NG 192.168.1.5 (192.168.1.5) 56(84) bytes of data.

64 bytes from 192.168.1.5: icnp_seq=0 ttl=64 time=1004 ns

64 bytes from 192. 168. : icnp_seq=1 ttl=64 tine=1.19 ns

64 bytes from 192. 168. icnp_seq=2 ttl=64 tine=0.494 ns
64 bytes from 192. 168. icnp_seq=3 ttl=64 tine=0.419 ns

S
(LGN

--- 192.168.1.5 ping statistics ---

4 packets transmitted, 4 received, 0% packet |oss, tinme 3009nms
rtt mn/avg/ max/ ndev = 0.419/251.574/1004. 186/ 434. 520 s, pipe 2
[root @GRHEL4b ~] #
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19.9. optional: ethtool

To display or change network card settings, use ethtool. The results depend on the
capabilities of your network card. The example shows a network that auto-negotiates
it's bandwidth.

root @ ai ka: ~# et ht ool ethO
Settings for ethO:

Supported ports: [ TP ]

Supported |ink nodes: 10baseT/ Hal f 10baseT/ Ful |
100baseT/ Hal f 100baseT/ Ful |
1000baseT/ Ful |

Supports auto-negotiation: Yes

Advertised |ink nodes: 10baseT/Half 10baseT/ Full
100baseT/ Hal f 100baseT/ Ful |
1000baseT/ Ful |

Advertised auto-negotiation: Yes

Speed: 1000Mb/ s

Dupl ex: Ful |

Port: Twisted Pair

PHYAD: 0O

Transcei ver: internal

Aut 0- negoti ati on: on

Supports Wake-on: punbg

Wake-on: g

Current nmessage |evel: 0x00000033 (51)

Li nk detected: yes

This example shows how to use ethtool to switch the bandwidth from 1000Mbit to
100Mbit and back. Note that some time passes before the nic is back to 1000M bit.

root @ai ka: ~# ethtool ethO | grep Speed
Speed: 1000Mb/ s
root @ai ka: ~# ethtool -s ethO speed 100
root @ai ka: ~# ethtool ethO | grep Speed
Speed: 100Mo/ s
root @ai ka: ~# ethtool -s ethO speed 1000
root @ai ka: ~# ethtool ethO | grep Speed
Speed: 1000Mb/ s
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19.10. practice: interface configuration

1. Verify whether dhclient is running.
2. Display your current ip address(es).
3. Display the configuration file where thisip addressis defined.

4. Follow the nic configuration in the book to change your ip address from dhcp
client to fixed. Keep the same ip address to avoid conflicts!

5. Did you also configure the correct gateway in the previous question ? If not, then
do this now.

6. Verify that you have a gateway.

7. Verify that you can connect to the gateway, that it is alive.

8. Change the last two digits of your mac addr ess.

9. Which ports are used by http, pop3, ssh, telnet, nntp and ftp ?
Note that sctp was ommitted from the screenshot.

10. Explain why e-mail and websites are sent over tcp and not udp.
11. Display the hostname of your computer.

12. Which ip-addresses did your computer recently have contact with ?
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19.11. solution: interface configuration

1. Verify whether dhclient is running.

paul @ebi an5: ~$ ps fax | grep dhclient

2. Display your current ip address(es).

paul @lebi an5: ~$ /sbin/ifconfig | grep 'inet
inet addr:192.168.1.31 Bcast:192.168.1.255 Mask: 255.255.255.0
inet addr:127.0.0.1 Mask:255.0.0.0

3. Display the configuration file where thisip address is defined.

Ubunt u/ Debi an: cat /etc/network/interfaces
Redhat / Fedora: cat /etc/sysconfig/ network-scripts/ifcfg-eth*

4. Follow the nic configuration in the book to change your ip address from dhcp
client to fixed. Keep the same ip address to avoid conflicts!

Ubunt u/ Debi an:

i fdown et hO

vi /etc/network/interfaces
ifup ethO

Redhat / Fedor a

i fdown ethO

vi [etc/sysconfig/ network-scripts/ifcfg-ethO
ifup ethO

5. Did you also configure the correct gateway in the previous question ? If not, then
do this now.

6. Verify that you have a gateway.

paul @ebi an5: ~$ /sbin/route
Kernel |P routing table

Destination Gat eway Genmask Fl ags Metric Ref Use Iface
192.168.1.0 * 255.255.255.0 U 0 0 0 etho
def aul t 192.168.1.1 0.0.0.0 UG 0 0 0 etho

7. Verify that you can connect to the gateway, that it is alive.

paul @lebi an5: ~$ ping -c3 192.168.1.1

PING 192.168.1.1 (192.168.1.1) 56(84) bytes of data.

64 bytes from 192.168.1.1: icnp_seq=1 ttl=254 tine=2.28 ns
64 bytes from 192.168.1.1: icnp_seq=2 ttl=254 tine=2.94 ns
64 bytes from 192.168.1.1: icnp_seq=3 ttl =254 time=2.34 ns
--- 192.168.1.1 ping statistics ---

3 packets transmitted, 3 received, 0% packet |oss, time 2008ns
rtt mn/avg/ max/ ndev = 2.283/2.524/2.941/0. 296 ns

8. Change the last two digits of your mac addr ess.

[root@hel 6 ~]# ifconfig ethO hw ether 08:00:27: ab: 67: XX

9. Which ports are used by http, pop3, ssh, telnet, nntp and ftp ?

root@hel 6 ~# grep " http ' /etc/services

212



interface configuration

http 80/tcp WW W ht t p # Worl dW deweb HTTP

http 80/ udp WW W ht t p # Hyper Text Transfer Protoco
root@hel 6 ~# grep N sntp ' /etc/services

sntp 25/tcp mai

sntp 25/ udp mai

root @hel 6 ~# grep ' ssh ' /etc/services

ssh 22/ tcp # The Secure Shell (SSH) Protocol
ssh 22/ udp # The Secure Shell (SSH) Protocol
root@hel 6 ~# grep "telnet ' /etc/services

tel net 23/tcp

tel net 23/ udp

root@hel 6 ~# grep M nntp ' /etc/services

nnt p 119/ tcp readnews untp # USENET News Transfer Protoco
nnt p 119/ udp readnews untp # USENET News Transfer Protoco
root@hel 6 ~# grep M ftp ' /etc/services

ftp 21/ tcp

ftp 21/ udp fsp fspd

Note that sctp was ommitted from the screenshot.

10. Explain why e-mail and websites are sent over tcp and not udp.

Because tcp is reliable and udp is not.

11. Display the hostname of your computer.

paul @ebi an5: ~$ host nane
debi an5

12. Which ip-addresses did your computer recently have contact with ?

root@hel 6 ~# arp -a

? (192.168.1.1) at 00:02:cf:aa:68:f0 [ether] on eth2
? (192.168.1.30) at 00:26: bb: 12: 7a: 5e [ether] on eth2
? (192.168.1.31) at 08:00:27:8e:8a:a8 [ether] on eth2
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A good network administrator should be able to use a sniffer like wireshark or
tcpdump to troubleshoot network problems.

A good student will often use a sniffer to learn about networking. This chapter
introduces you to networ k sniffing.
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20.1. wireshark

installing wireshark

Thisexample showshow toinstall wireshark on .deb based distributionslike Ubuntu
and Debian.

aptitude install w reshark

On .rpm based distributions you can use yum to install wireshark.

yuminstall w reshark

selecting interface

Whenyou first fire up wireshark, you will need to select an interfaceto sniff. Y ouwill
see adialog box that looks similar to this. Choose the interface that you want to sniff.

Device Description 1P Packets Packets/s
& etho 192.168.1.34 86 . | B start | | i Options |
& vmnets 172.16.93.1 | start || i options |
@l any Pseudo-device that captures on all interfaces 86 2 |_.&§tart._| |_.ﬁgptions._|
o 0.0, Sta QOptions
I 127.0.0.1 | @ start | | fig options |
| -@-ﬂelp | 3 Close

On some distributions only root is alowed to sniff the network. Y ou might need to
use sudo wireshark.

start sniffing

In this example here, we sniffed a ping between two computers. The top pane
shows that wireshark recognizes the icmp protocol, and captured all the ping packets
between the two computers.

No. . | Time | Source | Destination | Protocal | Info =
1 0.000000 192.168.1.34 192.168.1.1 ICMP Echo (ping) request
2 0.000389 192.188.1.1 192.168.1.34 ICMP Echo (ping) reply
3 1.000001 192.168.1.34 192.168.1.1 ICMP Echo (ping) request
4 1.000378 192.188.1.1 192.168.1.34 ICMP Eche (ping) reply =
5 1.899996 192.168.1.34 192.168.1.1 ICMP Echo (ping) request
6 2.000391 192.168.1.1 192.168.1.34 ICMP Echo (ping) reply
7 2.000004 192.158.1.34 192.168.1.1 ICMP Echo (ping) request
8 3.000380 192.168.1.1 192.168.1.34 ICMP Echo (ping) reply L
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looking inside packets

The middle can be expanded. When selecting a line in this panel, you can see the
corresponding bytes in the frame in the bottom panel.

> Frame 1 (98 bytes on wire, 98 bytes captured)
¥ Ethernet II, Src: Clevo_4e:ae:17 (00:90:75:4e:ae:17), Dst: Arcadyan_2a:cS5:0b (00:12:bf:2a:c5:0b)
P Destination: Arcadyan_2a:cS:0b (00:12:bf:2a:c5:0b)

Source: Clevo_4e:ae:17 (00:90:f5:4e:ae:l7)

Type: IP (0x0800)
> Internet Protocol, Src: 192.168.1.34 (192.168.1.34), Dst: 192.168.1.1 (192.168.1.1)
P Internet Control Message Protocol

0000 00 12 bf 2a c5 6b 00 45 00
0010 00 54 00 00 40 00 40 01 b7 35 cO a8 01 22 cO a8
0020 ©l 01 08 00 4b f2 43 2a 00 99 1f c6 B9 49 d1 37
0030 03 00 08 09 0a 0b Oc 0d Oe of 10 11 12 13 14 15

0040 16 17 18 19 1la 1b 1c 1d 1le 1f 20 21 22 2324 25 ........ .. [
0050 26 27 28 20 2a 2b 2c 2d 2e 2f 30 31 32 33 34 35 &' (), - /012345
0p60 36 37 &7

use filters

Y ou might get lost in too many packets. A quick solution to see only the packets that
are of interest to you isto apply filters. When you type ar p and click apply, you will
only see arp packets displayed.

Y ou can combine two protocolswith alogical or between them. The example below
shows how to filter only arp and bootp (or dhcp) packets.

|E]Eilter: ||ar'p or bootp | ¥ || 4k Expression... || -fglearnqvf Apply |

This example shows how to filter for dns traffic containing a certain ip address.

|E1Eilter:||dns and ip.addr==192.168.1.5 | ¥ J| 4k Expression... || ‘fglear| qﬂ?&pply|

.
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20.2. tcpdump

Sniffing on the command line can be done with tcpdump. Here are some examples.

Using the tcpdump host $ip command displays al traffic with one host
(192.168.1.38 in this example).

root @bunt u910: ~# t cpdunp host 192.168. 1. 38
t cpdunp: verbose output suppressed, use -v or -vv for full protocol decode
listening on ethO, link-type ENIOMB (Ethernet), capture size 96 bytes

Capturing only ssh (tcp port 22) traffic can be done with tcpdump tcp port $port.
This screenshot is cropped to 76 characters for readability in the pdf.

r oot @eh503: ~# tcpdunp tcp port 22

t cpdunp: verbose output suppressed, use -v or -vv for full protocol decode
listening on ethl, link-type ENIOMB (Ethernet), capture size 96 bytes
14:22:20.716313 | P deb503. 1 ocal . 37973 > rhel 53. 1 ocal . ssh: P 666050963: 66605
14:22:20.719936 | P rhel 53.10cal . ssh > deb503.1ocal .37973: P 1:49(48) ack 48
14:22:20. 720922 | P rhel 53.10ocal . ssh > deb503. 1 ocal . 37973: P 49:113(64) ack
14:22:20.721321 | P rhel 53.10cal . ssh > deb503.1ocal .37973: P 113:161(48) ack
14:22:20.721820 | P deb503.1ocal .37973 > rhel 53.1ocal .ssh: . ack 161 win 200
14:22:20. 722492 | P rhel 53.10cal . ssh > deb503.1ocal . 37973: P 161:225(64) ack
14:22:20. 760602 | P deb503.1ocal .37973 > rhel 53.1ocal .ssh: . ack 225 win 200
14:22:23.108106 | P deb503.1 ocal . 54424 > ubunt u910. | ocal . ssh: P 467252637: 46
14:22:23.116804 | P ubuntu910. | ocal .ssh > deb503.1ocal . 54424: P 1:81(80) ack
14:22:23.116844 | P deb503. | ocal . 54424 > ubunt u910. | ocal .ssh: . ack 81 win 2
~C

10 packets captured

10 packets received by filter

0 packets dropped by kernel

Same as above, but write the output to a file with the tcpdump -w $filename
command.

r oot @bunt u910: ~# t cpdunp -w sshdunp.tcpdunp tcp port 22

tcpdunp: listening on ethO, |ink-type ENIOMB (Ethernet), capture size 96 bytes
~C

17 packets captured

17 packets received by filter

0 packets dropped by kernel

With tcpdump -r $filename the file created above can be displayed.

r oot @bunt u910: ~# tcpdunp -r sshdunp.tcpdunp

Many more examples can be found in the manual page of tcpdump.
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20.3. practice: network sniffing

1. Install wireshark on your computer (not inside a virtual machine).
2. Start a ping between your computer and another computer.

3. Start sniffing the network.

4. Display only the ping echo'sin the top pane using afilter.

5. Now ping to a name (like www.linux-training.be) and try to sniff the DNS query
and response. Which DNS server was used ? Wasit atcp or udp query and response ?
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20.4. solution: network sniffing

1. Install wireshark on your computer (not inside a virtual machine).

Debi an/ Ubunt u: aptitude install w reshark

Red Hat/ Mandrival/ Fedora: yuminstall wi reshark

2. Start a ping between your computer and another computer.

pi ng $i p_address

3. Start sniffing the network.

(sudo) wireshark

sel ect an interface (probably ethQ)

4. Display only the ping echo's in the top pane using afilter.

type "icnp' (without quotes) in the filter box, and then click "apply'

5. Now ping to a name (like www.linux-training.be) and try to sniff the DNS query
and response. Which DNS server was used ? Wasit atcp or udp query and response ?

First start the sniffer.

Enter 'dns' in the filter box and click apply.

root @bunt u910: ~# pi ng www. | i nux-trai ni ng. be

PI NG www. | i nux-training. be (88.151.243.8) 56(84) bytes of data.

64 bytes from fosfor.openm nds. be (88.151.243.8): icnp_seq=1 ttl=58 tine=14.9 ns
64 bytes from fosfor.openm nds. be (88.151.243.8): icnp_seq=2 ttl=58 tine=16.0 ns
~C

--- www. |l i nux-training.be ping statistics ---

2 packets transmitted, 2 received, 0% packet |oss, time 1002ns

rtt mn/avg/ max/ ndev = 14.984/15. 539/ 16. 095/ 0. 569 ns

The wireshark screen should look something like this.
Eile Edit View Go Capture Analyze Statistics Telephony Tools Help

S & & EEXTE aes2FLI[EBE aaeq
B Filter: ‘dns ﬂ '{rEgpression...‘ 4 Clear ‘ «:,"}Appjy‘

No.. |[Time Source Destination Protocol | Info
18 8.710490 192.168.1.34 192.168.1.1 DNS Standard query A www.linux-training.be

15 8.724596 152.168.1.1 192.168.1.34 DNS Standard query response A 88.151.243.8

The details in wireshark will say the DNS query was inside a udp packet.
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Sometimes a server needs more than one ip address on the same network card, we
call thisbinding ip addresses.

Linux can also activate multiple network cards behind the same ip address, thisis
called bonding.

This chapter will teach you how to configure binding and bonding on the most
common Linux distributions.
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21.1. binding on Redhat/Fedora

binding extra ip addresses

To bind more than one ip addr ess to the same interface, use ifcfg-eth0:0, where the
last zero can be anything else. Only two directives are required in the files.

[root@hel 6 ~]# cat /etc/sysconfig/ network-scripts/ifcfg-eth0:0
DEVI CE=" et h0: 0"

| PADDR="192. 168. 1. 133"

[root@hel 6 ~]# cat /etc/sysconfig/ network-scripts/ifcfg-ethO:1
DEVI CE=" et h0: 0"

| PADDR="192. 168. 1. 142"

enabling extra ip-addresses

To activate avirtual network interface, useifup, to deactivate it, use ifdown.

[root@hel 6 ~]# ifup ethO:0

[root@hel 6 ~]# ifconfig | grep 'inet
inet addr:192.168.1.99 Bcast:192.168.1.255 WMask: 255.255.255.0
inet addr:192.168.1. 133 Bcast:192.168.1.255 Mask: 255. 255.255.0
inet addr:127.0.0.1 Mask:255.0.0.0

[root@hel 6 ~]# ifup ethO:1

[root@hel 6 ~]# ifconfig | grep 'inet
inet addr:192.168.1.99 Bcast:192.168.1.255 WMask: 255.255.255.0
inet addr:192.168.1. 133 Bcast:192.168.1.255 Mask: 255. 255.255.0
inet addr:192.168. 1. 142 Bcast:192.168.1.255 Mask: 255.255.255.0
inet addr:127.0.0.1 Mask:255.0.0.0

verifying extra ip-addresses

Use ping from another computer to check the activation, or use ifconfig like in this
screenshot.

[root@hel 6 ~]# ifconfig
et hO Li nk encap: Et hernet HwAaddr 08: 00: 27: DD: OD: 5C
i net addr:192.168.1.99 Bcast:192.168.1.255 Mask: 255.255. 255.0
inet6 addr: fe80::a00:27ff: fedd: d5c/ 64 Scope: Li nk
UP BROADCAST RUNNI NG MULTI CAST Mru: 1500 Metric:1
RX packets: 1259 errors: 0 dropped: 0 overruns:0 frane: 0
TX packets: 545 errors: 0 dropped: O overruns: 0 carrier:0
col lisions: 0 txqueuel en: 1000
RX bytes: 115260 (112.5 Ki B) TX bytes: 84293 (82.3 Ki B)

et h0: 0 Link encap: Et hernet HWaddr 08: 00: 27: DD: OD: 5C
i net addr:192.168.1.133 Bcast:192.168.1.255 Mask: 255.255.255.0
UP BROADCAST RUNNI NG MULTI CAST Mru: 1500 Metric:1

ethO: 1 Link encap: Et hernet HWaddr 08: 00: 27: DD: OD: 5C
i net addr:192.168.1.142 Bcast:192.168.1.255 Mask: 255.255.255.0
UP BROADCAST RUNNI NG MULTI CAST Mru: 1500 Metric:1
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21.2. binding on Debian/Ubuntu

binding extra ip addresses

The configuration of multiple ip addresses on the same network card isdonein /etc/
networ k/inter faces by adding ethO:x devices. Adding the netmask is mandatory.

debi an5: ~# cat /etc/network/interfaces
# This file describes the network interfaces available on your system
# and how to activate them For nore information, see interfaces(5).

# The | oopback network interface
auto lo
iface lo inet |oopback

# The primary network interface
iface ethO inet static

address 192.168.1. 34

network 192.168.1.0

net mask 255. 255. 255.0

gateway 192.168.1.1

auto ethO

auto etho0:0

iface eth0:0 inet static
address 192.168.1.233
net mask 255. 255.255.0

auto etho0:1

iface ethO:1 inet static
address 192.168.1.242
net mask 255. 255.255.0

enabling extra ip-addresses

Useifup to enable the extra addresses.

debi an5: ~# ifup eth0:0
debi an5: ~# ifup ethO: 1

verifying extra ip-addresses

Use ping from another computer to check the activation, or use ifconfig like in this
screenshot.

debi an5: ~# ifconfig | grep "inet '

inet addr:192.168.1.34 Bcast:192.168.1.255 Mask: 255.255.255.0
inet addr:192.168.1.233 Bcast:192.168.1.255 Mask: 255.255.255.0
inet addr:192.168.1.242 Bcast:192.168.1.255 Mask: 255.255.255.0
inet addr:127.0.0.1 WMask:255.0.0.0
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21.3. bonding on Redhat/Fedora

We start with ifconfig -a to get alist of all the network cards on our system.

[root @hel 6 network-scripts]# ifconfig -a | grep Ethernet

et hO Li nk encap: Et hernet HWaddr 08: 00: 27: DD: OD: 5C
ethl Li nk encap: Et hernet HwWAddr 08: 00: 27: DA: C1: 49
et h2 Li nk encap: Et hernet HWaddr 08: 00: 27: 40: 03: 3B

In this demo we decide to bond eth1 and eth2.

We will name are bond bond0 and add this entry to modpr obe so the kernel can load
the bonding module when we bring the interface up.

[root @hel 6 network-scripts]# cat /etc/ nodprobe. d/ bondi ng. conf
al i as bond0 bondi ng

Then we create /etc/sysconfig/networ k-scripts/ifcfg-bondO to configure our bond0
interface.

[root @hel 6 network-scripts]# pwd

/ etc/ sysconfi g/ network-scripts

[root @hel 6 network-scripts]# cat ifcfg-bond0
DEVI CE=bond0

| PADDR=192. 168. 1. 199

NETMASK=255. 255. 255. 0

ONBOOT=yes

BOOTPROTC=none

USERCTL=no

Next we createtwo files, onefor each network card that wewill useasdavein bondO.

[root @hel 6 network-scripts]# cat ifcfg-ethl
DEVI CE=et h1

BOOTPROTC=none

ONBOOT=yes

MASTER=bond0

SLAVE=yes

USERCTL=no

[root @hel 6 network-scripts]# cat ifcfg-eth2
DEVI CE=et h2

BOOTPROTC=none

ONBOOT=yes

MASTER=bond0

SLAVE=yes

USERCTL=no

Finally we bring the interface up with ifup bondO.

[root @hel 6 network-scripts]# ifup bondO
[root @hel 6 network-scripts]# ifconfig bondO
bond0O Li nk encap: Et hernet HWAddr 08: 00: 27: DA: C1: 49
inet addr:192.168.1.199 Bcast:192.168.1.255 Mask: 255.255.255.0
inet6 addr: fe80::a00:27ff:feda: cl149/ 64 Scope: Link
UP BROADCAST RUNNI NG MASTER MULTI CAST MrU: 1500 Metric:1
RX packets: 251 errors: 0 dropped: 0 overruns: 0 frane: 0
TX packets: 21 errors: 0 dropped: 0 overruns:0 carrier:0
col lisions: 0 txqueuel en: 0
RX bytes: 39852 (38.9 KiB) TX bytes: 1070 (1.0 Ki B)

The bond should also be visible in /proc/net/bonding.
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[root @hel 6 network-scripts]# cat /proc/net/bondi ng/ bond0
Et her net Channel Bonding Driver: v3.5.0 (Novenber 4, 2008)

Bondi ng Mode: | oad bal anci ng (round-robin)
M1 Status: up

M1 Polling Interval (ms): O

Up Delay (ns): O

Down Delay (nms): O

Slave Interface: ethl

M1 Status: up

Link Failure Count: O

Per manent HW addr: 08:00:27:da:cl: 49

Sl ave Interface: eth2

M1 Status: up

Link Failure Count: O

Per manent HW addr: 08:00: 27:40: 03: 3b
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21.4. bonding on Debian/Ubuntu

We start with ifconfig -a to get alist of al the network cards on our system.

debi an5: ~# ifconfig -a | grep Ethernet

et hO Li nk encap: Et hernet HWaddr 08: 00: 27: bb: 18: a4
ethl Li nk encap: Ethernet HWaddr 08: 00: 27: 63: 9a: 95
et h2 Li nk encap: Ethernet HWaddr 08: 00: 27: 27: a4: 92

In this demo we decide to bond eth1 and eth2.

We also need to install the ifenslave package.

debi an5: ~# aptitude search ifenslave

p ifensl ave - Attach and detach slave interfaces to a bonding device
p ifenslave-2.6 - Attach and detach slave interfaces to a bonding device
debi an5: ~# aptitude install ifenslave

Readi ng package |lists... Done

Next we update the /etc/networ k/inter faces file with information about the bond0
interface.

debi an5: ~# tail -7 /etc/network/interfaces
iface bondO inet static

address 192.168.1.42

net mask 255. 255. 255.0

gateway 192.168.1.1

sl aves ethl eth2

bond- node acti ve- backup

bond_primary ethl

On older version of Debian/Ubuntu you needed to modpr obe bonding, but thisisno
longer required. Use ifup to bring the interface up, then test that it works.

debi an5: ~# i fup bondO
debi an5: ~# i fconfi g bond0
bond0 Li nk encap: Et hernet HwAaddr 08: 00: 27: 63: 9a: 95
i net addr:192.168.1.42 Bcast:192.168.1.255 Mask: 255.255.255.0
inet6 addr: fe80::a00:27ff:fe63: 9a95/ 64 Scope: Li nk
UP BROADCAST RUNNI NG MASTER MULTI CAST Mru:. 1500 Metric:1
RX packets: 212 errors: 0 dropped: 0 overruns:0 franme: 0
TX packets:39 errors:0 dropped: 0 overruns:0 carrier:0
col lisions:0 txqueuel en: 0
RX bytes: 31978 (31.2 KiB) TX bytes:6709 (6.5 KiB)

The bond should aso be visible in /proc/net/bonding.

debi an5: ~# cat /proc/net/bondi ng/ bond0
Et hernet Channel Bonding Driver: v3.2.5 (March 21, 2008)

Bondi ng Mbde: fault-tolerance (active-backup)
Primary Slave: ethl

Currently Active Slave: ethl

M1 Status: up

M1 Polling Interval (ns): O

Up Delay (ms): O

Down Delay (ms): O

Sl ave Interface: ethl
M1 Status: up
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Li nk Fail ure Count:

:00: 27: 63: 9a: 95

Sl ave Interface:

Li nk Fail ure Count:

:00: 27: 27: a4: 92
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21.5. practice: binding and bonding

1. Add an extraip address to one of your network cards. Test that it works (have
your neighbour ssh to it)!

2. Useifdown to disable this extraip address.

3. Make sure your neighbour also succeeded in binding an extra ip address before
you continue.

4. Add an extra network card (or two) to your virtual machine and use the theory to
bond two network cards.
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21.6. solution: binding and bonding

1. Add an extraip address to one of your network cards. Test that it works (have
your neighbour ssh to it)!

Redhat / Fedor a:
add an /etc/sysconfig/network-scripts/ifcfg-ethX:X file
as shown in the theory

Debi an/ Ubunt u:
expand the /etc/network/interfaces file
as shown in the theory

2. Useifdown to disable this extraip address.

i fdown eth0:0

3. Make sure your neighbour aso succeeded in binding an extra ip address before
you continue.

pi ng $extra_i p_nei ghbour
or
ssh $extra_i p_nei ghbour

4. Add an extra network card (or two) to your virtual machine and use the theory to
bond two network cards.

Redhat / Fedor a:

add ifcfg-ethX and ifcfg-bondX files in /etc/sysconfig/network-scripts
as shown in the theory

and don't forget the nodprobe. conf

Debi an/ Ubunt u:

expand the /etc/network/interfaces file

as shown in the theory

and don't forget to install the ifenslave package
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The secure shell or ssh is a collection of tools using a secure protocol for
communications with remote Linux computers.

This chapter gives an overview of the most common commands related to the use of
the sshd server and the ssh client.
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22.1. about ssh

secure shell

Avoid using telnet, rlogin and rsh to remotely connect to your servers. These older
protocols do not encrypt the login session, which means your user id and password
can be sniffed by tools like wireshark or tcpdump. To securely connect to your
servers, use ssh.

The ssh protocol is secure in two ways. Firstly the connection is encrypted and
secondly the connection is authenticated both ways.

An ssh connection always starts with a cryptographic handshake, followed by
encryption of thetransport layer using asymmetric cypher. In other words, the tunnel
is encrypted before you start typing anything.

Then authentication takes place (using user id/password or public/private keys) and
communication can begin over the encrypted connection.

The ssh protocol will remember the servers it connected to (and warn you in case
something suspi cious happened).

The openssh package is maintained by the OpenBSD people and is distributed with
alot of operating systems (it may even be the most popular package in the world).

letc/ssh/

Configuration of ssh client and server is done in the /etc/ssh directory. In the next
sections we will discuss most of the files found in /etc/ssh/.

ssh protocol versions

The ssh protocol hastwo versions (1 and 2). Avoid using version 1 anywhere, since
it contains some known vulnerabilities. Y ou can control the protocol version via/etc/
ssh/ssh_config for the client side and /etc/ssh/sshd_config for the openssh-server
daemon.

paul @bul1204:/etc/ssh$ grep Protocol ssh_config
# Protocol 2,1

paul @bul1204:/etc/ssh$ grep Protocol sshd_config
Protocol 2
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public and private keys

The ssh protocol usesthewell known system of public and private keys. The below
explanation is succinct, more information can be found on wikipedia.

http://en.w ki pedi a. org/ wi ki / Publ i c- key_crypt ography

Imagine Alice and Bob, two people that like to communicate with each other.
Using public and private keys they can communicate with encryption and with
authentication.

When Alice wants to send an encrypted message to Bob, she uses the public key of
Bob. Bob shares his public key with Alice, but keeps his private key private! Since
Bob isthe only oneto have Bob's private key, Aliceis sure that Bob isthe only one
that can read the encrypted message.

When Bob wants to verify that the message came from Alice, Bob uses the public
key of Aliceto verify that Alice signed the message with her privatekey. Since Alice
istheonly oneto have Alice'sprivatekey, Bob is sure the message camefrom Alice.

rsa and dsa algorithms

This chapter does not explain the technical implementation of cryptographic
algorithms, it only explains how to use the ssh tools with rsa and dsa. More
information about these algorithms can be found here:

http://en. w ki pedi a. org/ wi ki / RSA_(al gorithm
http://en. w ki pedi a. org/wi ki/Digital _Signature_Al gorithm
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22.2.log on to aremote server

22.3

The following screenshot shows how to use ssh to log on to a remote computer
running Linux. The local user is named paul and he islogging on as user admin42
on the remote system.

paul @bul1204: ~$ ssh admi n42@92. 168. 1. 30

The authenticity of host '192.168.1.30 (192.168.1.30)' can't be established.
RSA key fingerprint is b5:fb:3c:53:50: b4d: ab: 81: f 3: cd: 2e: bb: ba: 44: d3: 75.

Are you sure you want to continue connecting (yes/no)?

Asyou can see, the user paul is presented with an r sa authentication fingerprint from
the remote system. The user can accepts this bu typing yes. We will see later that an
entry will be added to the ~/.ssh/known_hostsfile.

paul @bul204: ~$ ssh admi n42@92. 168. 1. 30

The authenticity of host '192.168.1.30 (192.168.1.30)' can't be established
RSA key fingerprint is b5:fb:3c:53:50: b4: ab: 81: f 3: cd: 2e: bb: ba: 44: d3: 75.

Are you sure you want to continue connecting (yes/no)? yes

War ni ng: Permanently added ' 192.168.1.30" (RSA) to the list of known hosts.
adm n42@92. 168. 1. 30' s password:

Wel come to Ubuntu 12.04 LTS (GNU Li nux 3. 2.0-26-generic-pae i 686)

* Docunentation: https://help.ubuntu.com

1 package can be updat ed
0 updates are security updates.

Last login: Wed Jun 6 19:25:57 2012 from 172.28.0.131
adni n42@buserver: ~$

The user can get log out of the remote server by typing exit or by using Ctrl-d.

adm n42@buserver: ~$ exit

| ogout

Connection to 192.168.1. 30 cl osed.
paul @bul204: ~$

executing a command in remote

This screenshot shows how to execute the pwd command on the remote server. There
iSno need to exit the server manually.

paul @bul204: ~$ ssh admi n42@92. 168. 1. 30 pwd
adm n42@92. 168. 1. 30' s passwor d:

/ home/ adnmi n42

paul @bul204: ~$
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22.4. scp

The scp command works just like cp, but alows the source and destination of the
copy to be behind ssh. Hereis an example where we copy the /etc/hostsfile from the
remote server to the home directory of user paul.

paul @ibul204: ~$ scp admi n42@92. 168. 1. 30: / et ¢/ host s / hone/ paul / serverhosts
adm n42@92. 168. 1. 30' s password:
host s 100% 809 0. 8KB/ s 00: 00

Hereis an example of the reverse, copying alocal file to aremote server.

paul @bul204: ~$ scp ~/serverhosts adm n42@92. 168. 1. 30: / et ¢/ host s. new
adm n42@92. 168. 1. 30' s password:
serverhosts 100% 809 0. 8KB/ s 00: 00
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22.5. setting up passwordless ssh

To set up passwordless ssh authentication through public/private keys, use ssh-
keygen to generate a key pair without a passphrase, and then copy your public key
to the destination server. Let's do this step by step.

In the example that follows, we will set up ssh without password between Alice and
Bob. Alice hasan account on aRed Hat Enterprise Linux server, Bob isusing Ubuntu
on his laptop. Bob wants to give Alice access using ssh and the public and private
key system. This means that even if Bob changes his password on his laptop, Alice
will still have access.

ssh-keygen

The example below shows how Alice uses ssh-keygen to generate a key pair. Alice
does not enter a passphrase.

[ali ce@RHEL5 ~]$ ssh-keygen -t rsa

Generating public/private rsa key pair.

Enter file in which to save the key (/hone/alice/.ssh/id_rsa):
Created directory '/home/alicel/.ssh'.

Ent er passphrase (enpty for no passphrase):

Ent er same passphrase again:

Your identification has been saved in /hone/alicel/.ssh/id_rsa.
Your public key has been saved in /home/alice/.ssh/id_rsa. pub.
The key fingerprint is:

9b: ac: ac: 56: c2: 98: e5: d9: 18: c4: 2a: 51: 72: bb: 45: eb al i ce@HEL5
[ali ce@RHELS5 ~]$

Y ou can use ssh-keygen -t dsa in the same way.

~/.ssh

While ssh-keygen generates a public and a private key, it will also create a hidden
.ssh directory with proper permissions. If you create the .ssh directory manually, then
you need to chmod 700 it! Otherwise ssh will refuse to use the keys (world readable
private keys are not secure!).

Asyou can see, the .ssh directory is securein Alice's home directory.

[alice@HELS ~]$ Is -Id .ssh
drwx------ 2 alice alice 4096 May 1 07:38 .ssh
[alice@HELS ~]$

Bob is using Ubuntu at home. He decides to manually create the .ssh directory, so
he needs to manually secureit.

bob@ ai ka: ~$ nkdir .ssh

bob@ai ka: ~$ I's -1d .ssh

drwxr-xr-x 2 bob bob 4096 2008-05-14 16:53 . ssh
bob@ ai ka: ~$ chnod 700 . ssh/

bob@ ai ka: ~$
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id_rsaand id_rsa.pub

The ssh-keygen command generate two keysin .ssh. The public key isnamed ~/.ssh/
id_rsa.pub. The private key is named ~/.ssh/id_rsa.

[alice@HELS ~]$ Is -1 .ssh/
total 16
SITW- - - - - 1 alice alice 1671 May 1 07:38 id_rsa

-rwr--r-- 1 alice alice 393 May 1 07:38 id_rsa.pub

The fileswill be named id_dsa and id_dsa.pub when using dsa instead of rsa.

copy the public key to the other computer

To copy the public key from Alice's server tot Bob's laptop, Alice decides to use scp.

[ali ce@HELS5 .ssh]$ scp id_rsa.pub bob@92.168. 48. 92: ~/ . ssh/ aut hori zed_keys
bob@92. 168. 48. 92' s password:
id_rsa.pub 100% 393 0. 4KB/ s 00: 00

Be careful when copying asecond key! Do not overwrite thefirst key, instead append
the key to the same ~/.ssh/authorized_keysfile!

cat id_rsa.pub >> ~/.ssh/authorized_keys

Alice could aso have used ssh-copy-id like in this example.

ssh-copy-id -i .ssh/id_rsa.pub bob@92. 168. 48. 92

authorized_keys

In your ~/.ssh directory, you can create afile caled authorized_keys. Thisfile can
contain one or more public keys from people you trust. Those trusted people can
use their private keysto prove their identity and gain access to your account via ssh
(without password). The example shows Bob's authorized keys file containing the
public key of Alice.

bob@ ai ka: ~$ cat .ssh/authorized_keys

ssh-rsa AAAAB3NzaClyc2EAAAABI WAAAQEAPC®xzyLzJes1lsR+hPyqWevyzt 1D4zTLgk\
MDVBRAmMVFUUZD/ 06831 3Lg/ Q+J1 qORSksNzaL/ BNLDoulj MpBe2Dnf / u22u4Kngl JBf Dhe\
yTmGSBzeNYCYRSM78CT9l 9a+y6x/ shucwhal Lsy8A2Xf J9VCggkVt u7 Xl WFDL2cun0D8/ 0\
MRFWVr f ¢/ uPsAn5XkkTscl 4g21mbnp9wd C40pGSI XXMIFCk8MCh5i e SnpKFni AKM+t Eo\
/ vj DGSi 3F/ bxu691j scr UOVUdI 0OS098HUf Ef 7] KBRi kx GAC71 4HLa+/ zX730 vRFAb2hv\
t Uhn6RHr Bt UJUj bSA YeFTLDf cTQ== al i ce@HEL5

passwordless ssh

Alice can now use ssh to connect passwordlessto Bob's laptop. In combination with
ssh's capability to execute commands on the remote host, this can be useful in pipes
across different machines.

[ali ce@RHEL5 ~]$ ssh bob@92.168.48.92 "Is -1 .ssh"
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22.6

22.7

total 4
-rwr--r-- 1 bob bob 393 2008-05-14 17: 03 aut hori zed_keys
[alice@HELS ~]$

X forwarding via ssh

Another popular feature of ssh is called X11 forwarding and is implemented with
ssh -X.

Below an example of X forwarding: user paul logsin as user greet on her computer
to start the graphical application mozilla-thunderbird. Although the application will
run on the remote computer from greet, it will be displayed on the screen attached
locally to paul's computer.

paul @ebi an5: ~/ PDF$ ssh - X greet @reet. dyndns.org -p 55555

War ni ng: Permanently added the RSA host key for | P address \
'81.240.174.161' to the list of known hosts.

Passwor d:

Li nux raika 2.6.8-2-686 #1 Tue Aug 16 13:22:48 UTC 2005 i 686 GNU Li nux

Last login: Thu Jan 18 12:35:56 2007
greet @ai ka: ~$ ps fax | grep thun
greet @ai ka: ~$ nmozilla-thunderbird &
[1] 30336

troubleshooting ssh

Use ssh -v to get debug information about the ssh connection attempt.

paul @ebi an5: ~$ ssh -v bert @92.168. 1. 192

OpenSSH_4. 3p2 Debi an- 8ubuntul, OpenSSL 0.9.8c 05 Sep 2006
debugl: Readi ng configuration data /hone/paul/.ssh/config
debugl: Reading configuration data /etc/ssh/ssh_config
debugl: Applying options for *

debugl: Connecting to 192.168.1.192 [192.168.1.192] port 22.
debugl: Connection established.

debugl: identity file /home/paul/.ssh/identity type -1
debugl: identity file /home/paul/.ssh/id_rsa type 1

debugl: identity file /home/paul/.ssh/id_dsa type -1

debugl: Renote protocol version 1.99, renote software version OpenSSH 3
debugl: match: OpenSSH 3.9pl pat OpenSSH 3. *

debugl: Enabling conpatibility node for protocol 2.0
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22.8. sshd

The ssh server is called sshd and is provided by the openssh-server package.

root @bul204~# dpkg -1 openssh-server | tail -1
ii openssh-server 1: 5. 9pl- 5ubunt ul secure shell (SSH) server,...

22.9. sshd keys

The public keysused by the sshd server arelocated in/etc/ssh and areworld readable.
The private keys are only readable by root.

root @bul204~# |s -1 /etc/ssh/ssh_host_*

SITWe- - - - - 1 root root 668 Jun 7 2011 /etc/ssh/ssh_host_dsa_key
-rwr--r-- 1 root root 598 Jun 7 2011 /etc/ssh/ssh_host_dsa_key. pub
STWe- - - - - 1 root root 1679 Jun 7 2011 /etc/ssh/ssh_host_rsa_key

-rwr--r-- 1 root root 390 Jun 7 2011 /etc/ssh/ssh_host_rsa_key. pub

22.10. ssh-agent

When generating keys with ssh-keygen, you have the option to enter apassphrase to
protect access to the keys. To avoid having to type this passphrase every time, you
can add the key to ssh-agent using ssh-add.

Most Linux distributions will start the ssh-agent automatically when you log on.

root @bul204~# ps -ef | grep ssh-agent
paul 2405 2365 0 08:13 ? 00: 00: 00 /usr/bin/ssh-agent..

This clipped screenshot shows how to use ssh-add to list the keys that are currently
added to the ssh-agent

paul @ebi an5: ~$ ssh-add -L
ssh-rsa AAAAB3NzaClyc2EAAAABI WAAAQEAVgI +Vx5Ur | susZPl 8da8URHGsxGryi vv3/\

wMcga48Kel wonBTGh4Sgewpp/ VO | dASm+BGOW== paul @eb503
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22.11. practice: ssh

0. Make sure that you have access to two Linux computers, or work together with
a partner for this exercise. For this practice, we will name one of the machines the
server.

1. Install sshd on the server

2. Verify in the ssh configuration files that only protocol version 2 is allowed.

3. Usessh tolog on to the server, show your current directory and then exit the server.
4. Use scp to copy afile from your computer to the server.

5. Use scp to copy afile from the server to your computer.

6. (optional, only works when you have agraphical install of Linux) Install the xeyes
package on the server and use ssh to run xeyes on the server, but display it on your
client.

7. (optional, same as previous) Create a bookmark in firefox, then quit firefox on
client and server. Use ssh -X to run firefox on your display, but on your neighbour's
computer. Do you see your neighbour's bookmark ?

8. Use ssh-keygen to create a key pair without passphrase. Setup passwordless ssh
between you and your neighbour. (or between your client and your server)

9.Verify that the permissions on the server key files are correct; world readable for
the public keys and only root access for the private keys.

10. Verify that the ssh-agent is running.

11. (optional) Protect your keypair with a passphrase, then add this key to the ssh-
agent and test your passwordless ssh to the server.
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22.12. solution: ssh

0. Make sure that you have access to two Linux computers, or work together with
a partner for this exercise. For this practice, we will name one of the machines the
server.

1. Install sshd on the server

apt-get install openssh-server (on Ubuntu/ Debi an)
yum -y install openssh-server (on Centos/Fedora/Red Hat)

2. Verify in the ssh configuration files that only protocol version 2 is allowed.

grep Protocol /etc/ssh/ssh*_config

3. Usessh to log on to the server, show your current directory and then exit the server.
user @l ient$ ssh user @erver-ip-address
user @Gerver$ pwd

/ home/ user
user @erver$ exit

4. Use scp to copy afile from your computer to the server.

scp local file user @erver: ~

5. Use scp to copy afile from the server to your computer.

scp user @erver:~/serverfile .

6. (optional, only works when you have agraphical install of Linux) Install the xeyes
package on the server and use ssh to run xeyes on the server, but display it on your
client.

on the server:

apt-get install xeyes

on the client:

ssh - X user @erver-ip
xeyes

7. (optional, same as previous) Create a bookmark in firefox, then quit firefox on
client and server. Use ssh -X to run firefox on your display, but on your neighbour's
computer. Do you see your neighbour's bookmark ?

8. Use ssh-keygen to create a key pair without passphrase. Setup passwordless ssh
between you and your neighbour. (or between your client and your server)

See solution in book "setting up passwordl ess ssh"

9. Verify that the permissions on the server key files are correct; world readable for
the public keys and only root access for the private keys.

Is -1 /etc/ssh/ssh_host_*

10. Verify that the ssh-agent is running.

ps fax | grep ssh-agent

239



ssh client and server

11. (optional) Protect your keypair with a passphrase, then add this key to the ssh-
agent and test your passwordless ssh to the server.
nman ssh-keygen

nman ssh-agent
nman ssh-add
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The network file system (or simply nfs) enables us since the eighties to share a

directory with other computers on the network.

In this chapter we see how to setup an nfs server and an nfs client computer.
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23.1.

23.2.

nfs protocol versions

The older nfsversions 2 and 3 are stateless (udp) by default (but they can use tcp).

The more recent nfsver sion 4 brings a stateful protocol with better performance and
stronger security.

NFS version 4 was defined in rfc 3010 in 2000 and rfc 3530 in 2003 and requires
tcp (port 2049). It also supports Kerberos user authentication as an option when
mounting a share. NFS versions 2 and 3 authenticate only the host.

rpcinfo

Clientsconnect to the server using r pc (on Linux this can be managed by the portmap
daemon. Look at rpcinfo to verify that nfsand its related services are running.

root @RHELv4u2: ~# /etc/init.d/ portmap status
portrmap (pid 1920) is running..

root @RHELv4u2: ~# rpcinfo -p
programvers proto port

100000 2 tcp 111 portmapper
100000 2 udp 111 port mapper
100024 1 udp 32768 status
100024 1 tcp 32769 status
root @RHELv4u2: ~# service nfs start
Starting NFS services:

Starting NFS quot as:

Starting NFS daenon:

Starting NFS nountd:

RIIIR

The same rpcinfo command when nfsis started.

root @RHELv4u2: ~# rpcinfo -p
programvers proto  port

100000 2 tcp 111 port mapper
100000 2 udp 111 port mapper
100024 1 udp 32768 status
100024 1 tcp 32769 status
100011 1 udp 985 rquotad
100011 2 udp 985 rquotad
100011 1 tcp 988 rquotad
100011 2 tcp 988 rquotad
100003 2 udp 2049 nfs
100003 3 udp 2049 nfs
100003 4 udp 2049 nfs
100003 2 tcp 2049 nfs
100003 3 tcp 2049 nfs
100003 4 tcp 2049 nfs
100021 1 udp 32770 nl ockngr
100021 3 udp 32770 nl ockngr
100021 4 udp 32770 nlockngr
100021 1 tcp 32789 nlockngr
100021 3 tcp 32789 nlockngr
100021 4 tcp 32789 nlockngr
100005 1 udp 1004 nountd
100005 1 tcp 1007 nountd
100005 2 udp 1004 nountd
100005 2 tcp 1007 nountd
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100005 3 udp 1004 nountd
100005 3 tcp 1007 nountd
r oot @GRHELv4u2: ~#

23.3

server configuration

nfsis configured in /etc/exports. You might want some way (Idap?) to synchronize
userid's across computers when using nfs alot.

The rootsguash option will change UID 0 to the UID of a nobody (or similar)
user account. The sync option will write writes to disk before completing the client
request.

23.4. letc/exports

Hereis a sample /etc/exportsto explain the syntax:

paul @ ai ka: ~$ cat /etc/exports
# Everyone can read this share
/mt/data/iso *(ro)

# Only the conputers named pasha and barry can readwite this one
/var/ww pasha(rw) barry(rw)

# sane, but wi thout root squashing for barry
/var/ftp pasha(rw) barry(rw no_root_squash)

# everyone fromthe netsec.local domain gets access
/var/ backup *. netsec.local (rw)

# ro for one network, rw for the other
/var/ upl oad 192.168. 1.0/ 24(ro) 192.168.5.0/24(rw)

More recent incarnations of nfsrequire the subtree_check option to be explicitly set
(or unset with no_subtree_check). The /etc/exportsfile then looks like this:

root @ebi an6 ~# cat /etc/exports
# Everyone can read this share
/srv/iso *(ro,no_subtree_check)

# Only the conputers naned pasha and barry can readwite this one
/var/ww pasha(rw, no_subtree_check) barry(rw, no_subtree_check)

# same, but w thout root squashing for barry
/var/ftp pasha(rw no_subtree_check) barry(rw no_root_squash, no_subtree_check)

23.5. exportfs

Y ou don't need to restart the nfs server to start exporting your newly created exports.
Y ou can usethe exportfs-vacommandto dothis. It will writethe exported directories
to /var/lib/nfg/etab, where they are immediately applied.

r oot @ebi an6 ~# exportfs -va
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23.6

23.7

exporting pasha:/var/ftp
exporting barry:/var/ftp
exporting pasha:/var/ww
exporting barry:/var/ww
exporting *:/srv/iso

client configuration

We have seen the mount command and the /etc/fstab file before.

root @RHELv4u2: ~# nount -t nfs barry:/mt/data/iso /hone/ project55/
root @RHELv4u2: ~# cat /etc/fstab | grep nfs

barry:/mt/datal/iso / home/ i so nfs defaul ts 00
r oot @RHELv4u2: ~#

Here is another ssimple example. Suppose the project55 people tell you they only
need a couple of CD-ROM images, and you already have them available on an nfs
server. Y ou could issue the following command to mount this storage on their /nome/
proj ect55 mount point.

root @RHELv4u2: ~# nount -t nfs 192.168.1.40:/mt/data/iso /home/ project55/
root @RHELv4u2: ~# |'s -1 h /hone/ project 55/

total 3.6G

drwxr-xr-x 2 1000 1000 4.0K Jan 16 17:55 RHELv4ul

drwxr-xr-x 2 1000 1000 4.0K Jan 16 14:14 RHELv4u2

drwxr-xr-x 2 1000 1000 4.0K Jan 16 14:54 RHELv4u3

drwxr-xr-x 2 1000 1000 4.0K Jan 16 11:09 RHELv4u4

-rwr--r-- 1 root root 1.6G Cct 13 15:22 sl ed10-vmwar ews5-vm zi p

root @GRHELv4u2: ~#

practice : network file system

1. Create two directories with some files. Use nfs to share one of them as read only,
the other must be writable. Have your neighbour connect to them to test.

2. Investigate the user owner of the files created by your neighbour.

3. Protect a share by ip-address or hostname, so only your neighbour can connect.

244



Chapter 24. introduction to networking

Table of Contents

24.1. introduction tO IPLaDIES ......cceceeveececeeeere e 246
24.2. Practice : IPLabIES ......oceeceee e 247
24.3. SOIULION © IPLADIES ..o s 248
24.4. Xinetd and INEI ... s 249
24.5. practice : inetd and XINEA .........ccccveieieereee e 251
24.6. NEWOIK fIl€ SYSLEM ..o 252
24.7. practice : network file SYStem ......ccocvecv e 254

245



introduction to networking

24.1. introduction to iptables

iptables firewall

TheLinux kernel has abuilt-in stateful firewall named iptables. To stop theiptables
firewall on Red Hat, use the service command.

root @RHELv4u4: ~# service iptables stop

Flushing firewall rules: [ O ]
Setting chains to policy ACCEPT: filter [ O ]
Unl oadi ng i pt abl es nodul es: [ O ]

r oot @RHELv4u4: ~#

The easy way to configureiptables, isto useagraphical tool like KDE'skmyfirewall
or Security Level Configuration Tool. Y ou can find thelatter in the graphical menu,
somewhere in System Tools - Security, or you can start it by typing system-config-
securitylevel in bash. These tools allow for some basic firewall configuration. You
can decide whether to enable or disable the firewall, and what typical standard ports
are allowed when the firewall is active. Y ou can even add some custom ports. When
you are done, the configuration is written to /etc/sysconfig/iptables on Red Hat.

root @RHELv4u4: ~# cat /etc/sysconfig/iptables

# Firewall configuration witten by systemconfig-securitylevel

# Manual customi zation of this file is not reconmended.

*filter

: 1 NPUT ACCEPT [ 0: 0]

: FORWARD ACCEPT [ 0: 0]

: QUTPUT ACCEPT [ 0: 0]

:RH-Firewal | -1-1NPUT - [0:0]

-A INPUT -j RHFirewall-1-1NPUT

-A FORWARD -j RH Firewall-1-1NPUT

-ARHFirewall-1-1NPUT -i lo -j ACCEPT

-ARHFirewall-1-INPUT -p icnp --icnp-type any -j ACCEPT
-ARHFirewall-1-1NPUT -p 50 -j ACCEPT

-ARHFirewall-1-1NPUT -p 51 -j ACCEPT

-ARHFirewall-1-1NPUT -p udp --dport 5353 -d 224.0.0.251 -j ACCEPT
-ARHFirewall-1-1NPUT -p udp -mudp --dport 631 -j ACCEPT

-A RHFirewall-1-1NPUT -m state --state ESTABLI SHED, RELATED -j ACCEPT
-ARHF ..NPUT -mstate --state NEW-mtcp -p tcp --dport 22 -j ACCEPT
-ARHF ..NPUT -mstate --state NEW-mtcp -p tcp --dport 80 -j ACCEPT
-ARHF ..NPUT -mstate --state NEW-mtcp -p tcp --dport 21 -j ACCEPT
-ARHF ..NPUT -mstate --state NEW-mtcp -p tcp --dport 25 -j ACCEPT
-A RHFirewal | -1-1NPUT -j REJECT --reject-with icnp-host-prohibited
COW T

r oot @GRHELv4u4: ~#

To start the service, issue the service iptables start command. You can configure
iptables to start at boot time with chkconfig.

root @RHELv4u4: ~# service iptables start

Applying iptables firewall rules: [ XK ]
root @RHELv4u4: ~# chkconfig i ptabl es on

r oot @GRHELv4u4: ~#
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24.2

One of the nice features of iptablesis that it displays extensive status information
when queried with the service iptables status command.

root @RHELv4u4: ~# service iptables status

Tabl e:

t ar get

Chai n FORWARD (policy ACCEPT)

t ar get

Chai n QUTPUT (policy ACCEPT)

t ar get

filter
Chai n | NPUT (policy ACCEPT)

prot opt source
RH Firewal | -1-1 NPUT al

prot opt source
RHFirewal | -1-1 NPUT al

prot opt source

0.0.0.0/0

0.0.0.0/0

Chain RH-Firewal | -1-1 NPUT (2 references)
destination

t ar get
ACCEPT
ACCEPT
ACCEPT
ACCEPT
ACCEPT
ACCEPT
ACCEPT
ACCEPT
ACCEPT
ACCEPT
ACCEPT
REJECT

root @GRHELv4u4: ~#

prot opt source

.0/0
.0/0
.0/0
.0/0
.0/0
.0/0
.0/0
.0/0
.0/0
.0/0
.0/0
.0/0

all  --
icmp --
esp --
ah --
udp --
udp --
all  --
tcp --
tcp --
tcp --
tcp --
all  --

Cooco0o0o0000000
o000 000000
0O00000000O0O0O0

0.0.

N

coooocooNOOO
coooooosr000
[eNeoNeoNeoNeoNeoNeoNeoNeNoNeNe)

.0/0
.0/0
.0/0
.0/0
.0.251
.0/0
.0/0
.0/0
.0/0
.0/0
.0/0
.0/0

destination
0.0.0.0/0

destination
0.0.0.0/0

destination

icnp type 255

udp dpt: 5353

udp dpt: 631

st at e RELATED, ESTABLI SHED

state NEWtcp dpt: 22

state NEWtcp dpt: 80

state NEWtcp dpt: 21

state NEWtcp dpt: 25

reject-with i cnp-host-prohibited

Mastering firewall configuration requires a decent knowledge of tcp/ip. Good
iptables tutorials can be found online here http://iptables-tutorial .frozentux.net/
iptables-tutorial.html and here http://tldp.org/HOWTO/IP-Masquerade-HOWTO!/.

practice : iptables

1. Verify whether the firewall is running.

2. Stop the running firewall.
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24.3. solution : iptables

1. Verify whether the firewall is running.

root @hel 55 ~# service iptables status | head

Table: filter

Chai n I NPUT (policy ACCEPT)

num target prot opt source destination

1 RH-Firewal | -1-INPUT all -- 0.0.0.0/0 0.0.0.0/0

Chai n FORWARD (policy ACCEPT)
num target prot opt source destination
1 RH-Firewal | -1-INPUT all -- 0.0.0.0/0 0.0.0.0/0

Chai n QUTPUT (policy ACCEPT)

2. Stop the running firewall.

root @hel 55 ~# service iptables stop

Flushing firewall rules: [ &K
Setting chains to policy ACCEPT: filter [ &K
Unl oadi ng i pt abl es nodul es: [ &K
root @hel 55 ~# service iptables status

Firewal | is stopped.
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24.4. xinetd and inetd

the superdaemon

Back when resources like RAM memory were limited, a super-server was devised
to listen to all sockets and start the appropriate daemon only when needed. Services
like swat, telnet and ftp are typically served by such a super-server. The xinetd
superdaemon is more recent than inetd. We will discuss the configuration both
daemons.

Recent Linux distributions like RHEL5 and Ubuntul0.04 do not activate inetd or
xinetd by default, unless an application requiresit.

inetd or xinetd

First verify whether your computer is running inetd or xinetd. This Debian 4.0 Etch
isrunning inetd.

root @arry: ~# ps fax | grep inet
3870 ? Ss 0: 00 /usr/sbin/inetd

This Red Hat Enterprise Linux 4 update 4 is running xinetd.

[root @RHEL4b ~]# ps fax | grep inet
3003 ? Ss 0: 00 xinetd -stayalive -pidfile /var/run/xinetd.pid

Both daemons have the same functionality (listening to many ports, starting other
daemons when they are needed), but they have different configuration files.

xinetd superdaemon

The xinetd daemon is often called a superdaemon because it listens to a lot of
incoming connections, and starts other daemons when they are needed. When a
connection regquest isreceived, xinetd will first check TCPwrappers (/etc/hosts.allow
and /etc/hosts.deny) and then give control of the connection to the other daemon. This
superdaemon is configured through /etc/xinetd.conf and the files in the directory /
etc/xinetd.d. Let'sfirst take alook at /etc/xinetd.conf.

paul @GRHELv4u2: ~$ cat /etc/xinetd. conf

#

# Sinple configuration file for xinetd

#

# Sonme defaults, and include /etc/xinetd.d/

defaults

{
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i nstances = 60

| og_type = SYSLGOG aut hpriv
| og_on_success = HOST PID
log_on_failure = HOST

cps = 25 30

}

includedir /etc/xinetd.d

paul @GRHELv4u2: ~$

According to the settings in this file, xinetd can handle 60 client requests at once. It
uses the authpriv facility to log the host ip-address and pid of successful daemon
spawns. When a service (aka protocol linked to daemon) gets more than 25 cps
(connections per second), it holds subsequent requests for 30 seconds.

Thedirectory /etc/xinetd.d contains more specific configuration files. Let's also take
alook at one of them.

paul @GRHELv4u2: ~$ |s /etc/xinetd.d

amanda chargen-udp echo kl ogi n rexec tal k
amandai dx cups-| pd echo-udp krb5-telnet rlogin telnet
am dxt ape daytine ekl ogi n kshel | rsh tftp

aut h daytine-udp finger ktal k rsync time
char gen dbskkd- cdb gssftp nt al k swat time-udp

paul @GRHELv4u2: ~$ cat /etc/xinetd. d/ swat

# defaul t: off

# description: SWAT is the Samba Web Admin Tool. Use swat \

# to configure your Sanmba server. To use SWAT, \

# connect to port 901 with your favorite web browser.
servi ce swat

{

port = 901

socket _type = stream

wai t = no

only from = 127.0.0.1

user = root

server = [ usr/ sbin/ swat
log on_failure += USERID

di sabl e = yes

}
paul @GRHELv4u2: ~$

The services should belisted inthe/etc/ser vicesfile. Port determinesthe service port,
and must be the same asthe port specified in/etc/services. The socket_type should be
set to stream for tcp services (and to dgram for udp). Thelog_on_failure += concats
the userid to the log message formatted in /etc/xinetd.conf. The last setting disable
can be set to yes or no. Setting this to no means the service is enabled!

Check the xinetd and xinetd.conf manual pagesfor many more configuration options.

inetd superdaemon

This superdaemon has only one configuration file /etc/inetd.conf. Every protocol or
daemon that it is listening for, getsone linein thisfile.
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root @arry: ~# grep ftp /etc/inetd. conf
tftp dgram udp wait nobody /usr/sbin/tcpd /usr/sbin/in.tftpd /boot/tftp
root @arry: ~#

You can disable a service in inetd.conf above by putting a# at the start of that line.
Here an example of the disabled vmware web interface (listening on tcp port 902).

paul @ ai ka: ~$ grep vmware /etc/inetd. conf
#902 streamtcp nowait root /usr/sbhin/vmare-authd vnware-aut hd

24.5. practice : inetd and xinetd

1. Verify on al systems whether they are using xinetd or inetd.
2. Look at the configuration files.

3. (If telnet is installable, then replace swat in these questions with telnet) Is
swat installed ? If not, then install swat and look at the changes in the (x)inetd
configuration. Is swat enabled or disabled ?

4. Disable swat, test it. Enable swat, test it.
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24.6. network file system

protocol versions

The older nfs versions 2 and 3 are stateless (udp) by default, but they can use tcp.
Clients connect to the server using rpc (on Linux thisis controlled by the portmap
daemon. Look at rpcinfo to verify that nfs and its related services are running.

root @RHELv4u2: ~# [etc/init.d/ portmap status
isS running...
root @RHELv4u2: ~# rpcinfo -p

portmap (pid 1920)

program vers proto

100000
100000
100024
100024

2
2
1
1

tcp
udp
udp
tcp

port

111
111
32768
32769

root @RHELv4u2: ~# service
Starting NFS services:
Starting NFS quotas:
Starting NFS daenon:
Starting NFS nountd:

por t mapper
por t mapper
st at us
st at us

nfs start

RIIR

The same rpcinfo command when nfsis started.

root @RHELv4u2: ~# rpcinfo -p

program vers proto

100000
100000
100024
100024
100011
100011
100011
100011
100003
100003
100003
100003
100003
100003
100021
100021
100021
100021
100021
100021
100005
100005
100005
100005
100005
100005

WWNNPPRAWORPPRARWORPPAPWONPONNENRPRPERPENDN

tcp
udp
udp
tcp
udp
udp
tcp
tcp
udp
udp
udp
tcp
tcp
tcp
udp
udp
udp
tcp
tcp
tcp
udp
tcp
udp
tcp
udp
tcp

r oot @RHELv4u?2: ~#

port

111
111
32768
32769
985
985
988
988
2049
2049
2049
2049
2049
2049
32770
32770
32770
32789
32789
32789
1004
1007
1004
1007
1004
1007

port mapper
port mapper
status
status

r quot ad
r quot ad
r quot ad
r quot ad
nfs

nfs

nfs

nfs

nfs

nfs

nl ockmgr
nl ockmgr
nl ockmgr
nl ockmgr
nl ockmgr
nl ockmgr
nount d
nmount d
nmount d
nmount d
nount d
nount d
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nfsversion 4 requires tcp (port 2049) and supports K er ber os user authentication as
an option. nfs authentication only takes place when mounting the share. nfsversions
2 and 3 authenticate only the host.

server configuration

nfsisconfigured in/etc/exports. Hereisasample/etc/exportsto explain the syntax.
Y ou need someway (NISdomain or LDAP) to synchronize userid's across computers
when using nfs alot. The rootsquash option will change UID 0 to the UID of the
nfsnobody user account. The sync option will write writes to disk before completing
the client request.

paul @ ai ka: ~$ cat /etc/exports
# Everyone can read this share
/mt/data/iso *(ro)

# Only the conputers barry and pasha can readwite this one
/var/ww pasha(rw) barry(rw)

# sane, but w thout root squashing for barry
/var/ftp pasha(rw) barry(rw no_root_squash)

# everyone fromthe netsec.lan domain gets access
[ var/ backup * . netsec.lan(rw)

# ro for one network, rw for the other
/var/ upl oad 192.168. 1.0/ 24(ro) 192.168.5.0/24(rw)

Y ou don't need to restart the nfs server to start exporting your newly created exports.
Y ou can usetheexpor tfs-va command to do this. It will writethe exported directories
to /var/lib/nfs/etab, where they are immediately applied.

client configuration

We have seen the mount command and the /etc/fstab file before.

root @RHELv4u2: ~# nount -t nfs barry:/mt/data/iso /hone/ project55/
root @RHELv4u2: ~# cat /etc/fstab | grep nfs

barry:/mt/datal/iso / home/ i so nfs defaul ts 00
r oot @GRHELvV4u2: ~#

Here is another ssimple example. Suppose the project55 people tell you they only
need a couple of CD-ROM images, and you already have them available on an nfs
server. Y ou could issue the following command to mount this storage on their /hnome/
proj ect55 mount point.

root @RHELv4u2: ~# mount -t nfs 192.168.1.40:/ mt/data/iso /homne/ project55/
root @RHELv4u2: ~# |'s -1 h /hone/ proj ect 55/

total 3.6G

drwxr-xr-x 2 1000 1000 4.0K Jan 16 17:55 RHELv4ul
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24.7.

drwxr-xr-x 2
drwxr-xr-x 2
drwxr-xr-x 2
SrwWr--r-- 1
r oot @RHELv4u?2

1000 1000 4.0K Jan 16 14: 14 RHELv4u2
1000 1000 4.0K Jan 16 14:54 RHELv4u3
1000 1000 4.0K Jan 16 11:09 RHELv4u4
root root 1.6G Cct 13 15:22 sl ed10-vmaar ews5-vm zi p

L ~#

practice : network file system

1. Create two directories with some files. Use nfs to share one of them asread only,
the other must be writable. Have your neighbour connect to them to test.

2. Investigate the user owner of the files created by your neighbour.

3. Protect a share by ip-address or hostname, so only your neighbour can connect.
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Chapter 25. the Linux kernel
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25.1. about the Linux kernel

kernel versions

In 1991 Linux Torvaldswrote (thefirst version of) the Linux kernel. He put it online,
and other people started contributing code. Over 4000 individuals contributed source
code to the latest kernel release (version 2.6.27 in November 2008).

Major Linux kernel versions used to come in even and odd numbers. Versions 2.0,
2.2, 2.4 and 2.6 are considered stable kernel versions. Whereas 2.1, 2.3 and 2.5 were
unstable (read devel opment) versions. Since the release of 2.6.0 in January 2004, all
development has been doneinthe 2.6 tree. Thereiscurrently no v2.7.x and according
to Linus the even/stable vs odd/devel opment scheme is abandoned forever.

uname -r

To see your current Linux kernel version, issue the uname -r command as shown
below.

Thisfirst example shows Linux major version 2.6 and minor version 24. Therest -22-
genericis specific to the distribution (Ubuntu in this case).

paul @ ai ka: ~$ unane -r
2.6.24-22-generic

The same command on Red Hat Enterprise Linux showsan older kernel (2.6.18) with
-92.1.17.6l5 being specific to the distribution.

[ paul @GRHEL52 ~]$ unane -r
2.6.18-92.1.17.el5
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/proc/cmdline

The parameters that were passed to the kernel at boot time are in /proc/cmdline.

paul @RHELv4u4: ~$ cat /proc/cndline
ro root =/ dev/ Vol G oup00/ LogVol 00 rhgb qui et

single user mode

When booting the kernel with the single parameter, it starts in single user mode.
Linux can start in a bash shell with the root user logged on (without password).

Some distributions prevent the use of this feature (at kernel compile time).

init=/bin/bash

Normally the kernel invokesinit asthefirst daemon process. Adding init=/bin/bash
to the kernel parameters will instead invoke bash (again with root logged on without
providing a password).

/var/log/messages

The kernel reports during boot to syslog which writes alot of kernel actionsin /var/
log/messages. Looking at thisfile reveals when the kernel was started, including all
the devices that were detected at boot time.

[root @GRHEL53 ~]# grep -Al6 "syslogd 1.4.1:" /var/l og/ nessages|cut -b24-

syslogd 1.4.1: restart.

kernel : klogd 1.4.1, log source = /proc/kmsg started.

kernel : Linux version 2.6.18-128.el5 (nockbuil d@s20-bcl-5.build.red...
kernel : Bl OS-provi ded physi cal RAM nap:

kernel : Bl 0S-e820: 0000000000000000 - 000000000009f 800 (usabl e)
kernel : Bl OS-e820: 000000000009f 800 - 00000000000a0000 (reserved)
kernel : Bl OS-e820: 00000000000ca000 00000000000cc000 (reserved)
kernel : Bl CS-e820: 00000000000dc000 0000000000100000 (reserved)
kernel : Bl 0S-e820: 0000000000100000 - 000000001f ef 0000 (usabl e)
kernel : Bl 0S-e820: 000000001f ef 0000 - 000000001f ef f 000 (ACPI dat a)
kernel : Bl 0S-e820: 000000001f ef f 000 - 000000001ff 00000 (ACPI NVS)
kernel : Bl 0S-e820: 000000001f f 00000 - 0000000020000000 (usabl e)
kernel : Bl OS-e820: 00000000f ec00000 00000000f ec10000 (reserved)
kernel : Bl OS-e820: 00000000f ee00000 00000000f ee01000 (reserved)
kernel : Bl 0S-e820: 00000000fffe0000 - 0000000100000000 (reserved)
kernel : OMB H GHVEM avai | abl e.

kernel : 512MB LOAVEM avai | abl e.

This example shows how to use /var/log/messages to see kernel information about
/dev/sda.

[root @GRHEL53 ~]# grep sda /var/| og/ nessages |
devi ce sda: 41943040 512-byte hdw sectors (21475 MB)
sda: Wite Protect

ker nel :
ker nel :

SCsI

is off

cut -b24-
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kernel : sda:
kernel : sda:
kernel : SCsSI
kernel : sda:
kernel : sda:
kernel : sda:
kernel : sda
kernel: sd 0O
kernel : EXT3
dmesg

cache data unavail abl e

assumi ng drive cache:

wite through

devi ce sda: 41943040 512-byte hdw sectors (21475 MB)

Wite Protect

is off

cache data unavail abl e

assumi ng drive cache:

. sdal sda2

:0:0:0: Attached scsi
i nternal

FS on sdal,

di sk sda
j our nal

wite through

The dmesg command prints out all the kernel bootup messages (from the last boot).

[ r oot GRHEL53

~]# dnesg |

head

Li nux version 2.6.18-128.el5 (nockbuil d@s20-bcl-5. build.redhat.com

Bl OS- provi de
Bl OS- €820:
Bl OS- €820:
Bl OS- €820:
Bl OS- €820:
Bl OS- €820:
Bl OS- €820:
Bl OS- €820:
Bl OS- €820:

d physica
0000000000000000
000000000009f 800
00000000000ca000
00000000000dc000
0000000000100000
000000001f ef 0000
000000001f ef f 000
000000001f f 00000

RAM map:

000000000009 800
00000000000a0000
00000000000cc000
0000000000100000
000000001f ef 0000
000000001f ef f 000
000000001f f 00000
0000000020000000

(usabl e)
(reserved)
(reserved)
(reserved)
(usabl e)
(ACPI data)
(ACPI NVS)
(usabl e)

Thusto find information about /dev/sda, using dmesg will yield only kernel messages
from the last boot.

[ root @GRHEL53 ~]# dnmesg | grep sda

SCSI device sda: 41943040 512-byte hdw sectors (21475 MB)
sda: Wite Protect is off

sda: Mbde Sense: 5d 00 00 00

sda: cache data unavail abl e

sda: assunming drive cache: wite through

SCSI device sda: 41943040 512-byte hdw sectors (21475 MB)
sda: Wite Protect is off

sda: Mbde Sense: 5d 00 00 00

sda: cache data unavail abl e

sda: assunming drive cache: wite through

sda: sdal sda2

sd 0:0:0:0: Attached scsi disk sda

EXT3 FS on sdal, internal journal

25.2. Linux kernel source

ftp.kernel.org

Thehome of the Linux kernel sourceisftp.kernel.org. It containsall official releases
of the Linux kernel source code from 1991. It provides free downloads over http, ftp
and rsync of al these releases, as well as changel ogs and patches. More information
can be otained on the website www.ker nel.org.
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Anyone can anonymously use an ftp client to access ftp.kernel.org

paul @ai ka: ~$ ftp ftp. kernel.org
Connected to pub3. kernel . org.

220 Wl cone to ftp.kernel.org.

Name (ftp.kernel.org:paul): anonynous
331 Pl ease specify the password.

Passwor d:

230- Wel cone to the
230-

230- LI NUX KERNEL ARCHI VES
230- ftp.kernel.org

All the Linux kernel versions are located in the pub/linux/kernel/ directory.

ftp> I's pub/linux/kernel/v*
200 PORT command successful . Consider using PASV.
150 Here cones the directory listing.

dr wxr wsr - x 2 536 536 4096 Mar 20 2003 v1.0
dr wxr wsr - x 2 536 536 20480 Mar 20 2003 v1.1
dr wxr wsr - x 2 536 536 8192 Mar 20 2003 v1.2
dr wxr wsr - x 2 536 536 40960 Mar 20 2003 vi1.3
dr wxr wsr - x 3 536 536 16384 Feb 08 2004 v2.0
dr wxr wsr - x 2 536 536 53248 Mar 20 2003 v2.1
dr wxr wsr - x 3 536 536 12288 Mar 24 2004 v2.2
dr wxr wsr - x 2 536 536 24576 Mar 20 2003 v2.3
dr wxr wsr - x 5 536 536 28672 Dec 02 08:14 v2.4
dr wxr wsr - x 4 536 536 32768 Jul 14 2003 v2.5
dr wxr wsr - x 7 536 536 110592 Dec 05 22:36 v2.6

226 Directory send OK
ftp>

/usr/src

On your local computer, the kernel source is located in /usr/src. Note though that
the structure inside /usr/src might be different depending on the distribution that you
are using.

First let's take alook at /usr/src on Debian. There appear to be two versions of the
complete Linux source code there. Looking for a specific file (€1000_main.c) with
find revealsit's exact location.

paul @arry:~$ Is -1 /usr/src/

drwxr-xr-x 20 root root 4096 2006-04-04 22:12 |inux-source-2.6.15
drwxr-xr-x 19 root root 4096 2006-07-15 17:32 |inux-source-2.6.16
paul @arry:~$ find /usr/src -name e1l000_main.c
/fusr/src/linux-source-2.6.15/drivers/net/el000/el000 main.c
/fusr/src/linux-source-2.6.16/drivers/net/el000/el000 main.c

Thisisvery similar to /usr/src on Ubuntu, except thereisonly one kernel here (and
it isnewer).

paul @ai ka: ~$ I's -1 /usr/src/
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drwxr-xr-x 23 root root 4096 2008-11-24 23:28 |inux-source-2.6.24
paul @ai ka: ~$ find /usr/src -nanme "el000_nain.c"
/fusr/src/linux-source-2.6.24/drivers/ net/el000/el000 main.c

Now take alook at /usr/src on Red Hat Enterprise Linux.

[ paul @GRHEL52 ~]$ |s -1 /usr/src/
drwxr-xr-x 5 root root 4096 Dec 5 19:23 kernels
drwxr-xr-x 7 root root 4096 Cct 11 13:22 redhat

We will have to dig alittle deeper to find the kernel source on Red Hat!

[ paul @GRHEL52 ~1$ cd /usr/src/redhat/BU LD
[ paul @GRHEL52 BUI LD $ find . -nane "elO00_nwin.c"
./ kernel -2.6.18/1inux-2.6.18.i686/drivers/net/el000/el000 nain.c

downloading the kernel source

Debian

Installing the kernel source on Debian is really simple with aptitude install linux-
sour ce. You cando asearchfor al linux-source packegesfirst, likein this screenshot.

root @arry: ~# aptitude search |inux-source

\% | i nux-source -
\% |'i nux-source-2.6 -
id |inux-source-2.6.15 - Linux kernel source for version 2.6.15
i |'i nux-source-2.6.16 - Linux kernel source for version 2.6.16
p |l i nux-source-2.6.18 - Linux kernel source for version 2.6.18
p |l i nux-source-2.6.24 - Linux kernel source for version 2.6.24

Andthenuseaptitudeinstall to download and install the Debian Linux kernel source
code.

root @arry: ~# aptitude install |inux-source-2.6.24

When the aptitude is finished, you will see a new file named /usr/sr c/linux-sour ce-
<version>.tar.bz2

root @arry:/usr/src# Is -1h

drwxr-xr-x 20 root root 4.0K 2006-04-04 22:12 |inux-source-2.6.15
drwxr-xr-x 19 root root 4.0K 2006-07-15 17:32 |inux-source-2.6.16
-rwr--r-- 1 root root 45M 2008-12-02 10:56 |linux-source-2.6.24.tar.bz2

Ubuntu

Ubuntu is based on Debian and also uses aptitude, so the task is very similar.
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root @ai ka: ~# aptitude search |inux-source

i i nux-source - Linux kernel source with Ubuntu patches
\% |'i nux-source-2.6 -

i A linux-source-2.6.24 - Linux kernel source for version 2.6.24
root @ai ka: ~# aptitude install I|inux-source

And when aptitude finishes, we end up with a /usr/src/linux-source-
<version>.tar.bzfile.

oot @ai ka: ~# ||l /usr/src
total 45M
-rwr--r-- 1 root root 45M 2008-11-24 23:30 linux-source-2.6.24.tar.bz2

Red Hat Enterprise Linux

The Red Hat kernel source is located on the fourth source cdrom. The file is called
kernel-2.6.9-42.EL .src.rpm (example for RHELv4u4). It is also available online
at ftp://ftp.redhat.com/pub/redhat/linux/enterprise/5Server/en/osdSRPM S (example
for RHELY).

To download the kernel source on RHEL, use thislong wget command (on one lineg,
without the trailing \).

wget ftp://ftp.redhat.com pub/redhat/|inux/enterprise/5Server/en/os/\
SRPMS/ ker nel - “uname -r".src.rpm

When the wget download is finished, you end up with a60M .rpm file.

[root @RHEL52 src]# |1

total 60M

-rwr--r-- 1 root root 60M Dec 5 20:54 kernel-2.6.18-92.1.17.el5.src.rpm
drwxr-xr-x 5 root root 4.0K Dec 5 19:23 kernels

drwxr-xr-x 7 root root 4.0K Cct 11 13:22 redhat

We will need to perform some more steps before this can be used as kernel source
code.

First, weissuetherpm -i kernel-2.6.9-42.EL .src.rpm command to install this Red
Hat package.

[root @RHEL52 srcl# |1

total 60M

-rwr--r-- 1 root root 60MDec 5 20:54 kernel-2.6.18-92.1.17.el5.src.rpm
drwxr-xr-x 5 root root 4.0K Dec 5 19:23 kernels

drwxr-xr-x 7 root root 4.0K Cct 11 13: 22 redhat

[root @RHEL52 src]# rpm-i kernel-2.6.18-92.1.17. el 5.src.rpm

The we move to the SPECS directory and perform an rpmbuild.
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[ root @RHEL52 ~]# cd /usr/src/redhat/ SPECS
[ root @RHEL52 SPECS]# rpnbuild -bp -vv --target=i 686 kernel -2.6. spec

The rpmbuild command put the RHEL Linux kernel source codein /usr/src/redhat/
BUILD/kernel-<version>/.

[ root @RHEL52 kernel -2.6.18]# pwd

[ usr/src/redhat/BU LD/ kernel -2.6.18
[root @RHEL52 kernel -2.6.18]# ||
total 20K

drwxr-xr-x 2 root root
-rwr--r-- 1 root root

4.0K Dec 6 2007 config
3
drwxr-xr-x 20 root root 4.
4
4

0

1K Dec 5 20:58 Config. nk

OK Dec 5 20:58 linux-2.6.18.i686
drwxr-xr-x 19 root root 0
drwxr-xr-x 8 root root 0

K Sep 20 2006 vanilla
K Dec 6 2007 xen

kernel boot files

vmlinuz

initrd

The vmlinuz filein /boot is the compressed kernel.

paul @arry:~$ Is -1h /boot | grep vnlinuz

-rwr--r-- 1 root root 1.2M 2006-03-06 16:22 vminuz-2.6.15-1-486
-rwr--r-- 1 root root 1.1M 2006-03-06 16:30 vminuz-2.6.15-1-686
-rwr--r-- 1 root root 1.3M 2008-02-11 00:00 vminuz-2.6.18-6-686
paul @arry: ~$

Thekernel usesinitrd (aninitial RAM disk) at boot time. Theinitrdismounted before
the kernel loads, and can contain additional drivers and modules. It isacompressed
cpio ar chive, so you can look at the contents in this way.

root @RHELv4u4: / boot# nkdir /mt/initrd

root @RHELv4u4: / boot# cp initrd-2.6.9-42.0.3. EL.ing TMPinitrd. gz
root @RHELv4u4: / boot # gunzip TMPi nitrd. gz

root @RHELv4u4: /boot# file TMPinitrd

TMPinitrd: ASCI| cpio archive (SVR4 with no CRC

root @RHELv4u4: / boot# cd /mt/initrd/

root @RHELv4u4: /mt/initrd# cpio -i | /boot/TMPinitrd
4985 bl ocks

root @RHELv4u4: /mmt/initrd# |Is -

total 76

drwxr-xr-x 2 root root 4096 Feb 5 08:36 bin
drwxr-xr-x 2 root root 4096 Feb 5 08:36 dev
drwxr-xr-x 4 root root 4096 Feb 5 08:36 etc
-rwxr-xr-x 1 root root 1607 Feb 5 08:36 init
drwxr-xr-x 2 root root 4096 Feb 5 08:36 lib
drwxr-xr-x 2 root root 4096 Feb 5 08:36 |oopfs
drwxr-xr-x 2 root root 4096 Feb 5 08:36 proc
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I rwxrwxrwx 1 root root 3 Feb 5 08:36 shin -> bin
drwxr-xr-x 2 root root 4096 Feb 5 08:36 sys
drwxr-xr-x 2 root root 4096 Feb 5 08:36 sysroot
root @RHELv4u4: / mt/initrd#

System.map

The System.mayp contains the symbol table and changes with every kernel compile.
The symbol table is aso present in /proc/kallsyms (pre 2.6 kernels name thisfile /
proc/ksyms).

root @RHELv4u4: / boot # head System map- " unane -r°
00000400 A __kernel _vsyscal

0000041a A SYSENTER _RETURN_OFFSET
00000420 A __kernel _sigreturn

00000440 A __kernel _rt_sigreturn
c0100000 A _text

c0100000 T startup_32

c01000c6 t checkCPU ype

c0100147 t is486

c010014e t is386

c010019f t L6

root @RHELv4u4: / boot # head /proc/kal |l syns
c0100228 t _stext

c0100228 t cali brate_del ay_direct
c0100228 t stext

c0100337 t cali brate_del ay
c01004db t rest _init

c0100580 t do_pre_snp_initcalls
c0100585 t run_init_process
c01005ac t init

c0100789 t early_paramtest

c01007ad t early_setup_test
r oot @RHELv4u4: / boot #

.config

The last file copied to the /boot directory is the kernel configuration used for
compilation. Thisfileisnot necessary in the/boot directory, but itiscommon practice
to put a copy there. It allows you to recompile a kernel, starting from the same
configuration as an existing working one.

25.4. Linux kernel modules

about kernel modules

The Linux kernel is a monolithic kernel with loadable modules. These modules
contain parts of the kernel used typically for device drivers, file systems and network
protocols. Most of the time the necessary kernel modules are loaded automatically
and dynamically without administrator interaction.
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/lib/modules

The modules are stored in the /lib/modules/<ker nel-ver sion> directory. Thereis a
separate directory for each kernel that was compiled for your system.

paul @ai ka: ~$ Il /1ib/nodul es/

total 12K

drwxr-xr-x 7 root root 4.0K 2008-11-10 14:32 2.6.24-16-generic
drwxr-xr-x 8 root root 4.0K 2008-12-06 15:39 2.6.24-21-generic
drwxr-xr-x 8 root root 4.0K 2008-12-05 12:58 2. 6.24-22-generic

<module>.ko

The file containing the modules usualy ends in .ko. This screenshot shows the
location of the isdn module files.

paul @ai ka: ~$ find /lib/nodul es -nane isdn. ko

/1ib/ modul es/ 2. 6.24-21-generic/kernel/drivers/isdn/i4l/isdn.ko
/1i b/ modul es/ 2. 6. 24-22-generic/kernel /drivers/isdn/i4l/isdn.ko
/1i b/ modul es/ 2. 6. 24-16-generic/kernel /drivers/isdn/i4l/isdn.ko

Ismod

Toseealist of currently loaded modules, uselsmod. Y ou see the name of each |oaded
module, the size, the use count, and the names of other modules using this one.

[root @RHEL52 ~]# | snmod | head -5

Modul e Size Used by

aut of s4 24517 2

hi dp 23105 2

rfcomm 42457 0

| 2cap 29505 10 hidp, rfcomm

/proc/modules

/proc/modules lists all modules loaded by the kernel. The output would be too long
to display here, so lets grep for the vm module.

We seethat vmmon and vmnet are both loaded. Y ou can display the sameinformation
with Ismod. Actually Ismod only reads and reformats the output of /proc/modules.

paul @ ai ka: ~$ cat /proc/nodules | grep vm
vimet 36896 13 - Live Oxffffffff88b21000 (P)
vimon 194540 0 - Live Oxffffffff88af0000 (P)
paul @ai ka: ~$ Isnod | grep vm

vmmet 36896 13
vmon 194540 O
paul @ ai ka: ~$
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module dependencies

Some modules depend on others. In the following example, you can see that the nfsd
module is used by exportfs, lockd and sunrpc.

paul @ ai ka: ~$ cat /proc/nodules | grep nfsd

nfsd 267432 17 - Live Oxffffffff88a40000

exportfs 7808 1 nfsd, Live Oxffffffff88a3d000

I ockd 73520 3 nfs,nfsd, Live Oxffffffff88a2a000

sunrpc 185032 12 nfs, nfsd, | ockd, Live Oxffffffff889fb000
paul @ai ka: ~$ Isnod | grep nfsd

nf sd 267432 17

exportfs 7808 1 nfsd

| ockd 73520 3 nfs,nfsd

sunr pc 185032 12 nfs, nfsd, | ockd

paul @ ai ka: ~$

insmod

Kernel modules can be manually loaded with the insmod command. Thisis a very
simple (and obsol ete) way of loading modules. The screenshot showsinsmod |oading
the fat module (for fat file system support).

root @arry:/lib/nodul es/2.6.17-2-686# pwd

/1ib/modul es/2.6.17-2-686

root @arry:/lib/nmodul es/2.6.17-2-686# |snmod | grep fat

root @arry:/lib/nodul es/2.6.17-2-686# i nsnod kernel/fs/fat/fat. ko
root @arry:/lib/modul es/2.6.17-2-686# |snmod | grep fat

f at 46588 0

insmod is not detecting dependencies, so it failsto load the isdn modul e (because the
isdn module depends on the slhc module).

[ root @RHEL52 drivers]# pwd

/i b/ modul es/ 2. 6.18-92.1.18. el 5/ kernel /drivers

[root @RHEL52 kernel ]# insnod isdn/i4l/isdn.ko

insmod: error inserting 'isdn/idl/isdn.ko' : -1 Unknown synbol in nodul e

modinfo

Asyou can see in the screenshot of modinfo below, the isdn module depends in the
slhc module.

[root @RHEL52 drivers]# nmodinfo isdn/i4l/isdn.ko | head -6

filenamne: isdn/i4l/isdn. ko
li cense: GPL
aut hor : Fritz Elfert
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descri ption: | SDNALi nux: 1ink |ayer
srcversi on: 99650346E708173496F6739
depends: sl he

modprobe

The big advantage of modprobe over insmod is that modprobe will load all
necessary modules, whereas insmod requires manual loading of dependencies.
Another advantage is that you don't need to point to the filename with full path.

This screenshot shows how modprobe loads the isdn module, automatically 1oading
slhc in background.

[root @RHEL52 kernel]# Isnmod | grep isdn
[ root @RHEL52 kernel ] # nodprobe i sdn
[root @RHEL52 kernel]# Isnmod | grep isdn
i sdn 122433 0

sl hc 10561 1 isdn

[ root @GRHEL52 kernel | #

/lib/modules/<kernel>/modules.dep

M odule dependencies are stored in modules.dep.

[root @RHEL52 2.6.18-92.1.18. el 5]# pwd

/1i b/ modul es/ 2.6.18-92.1.18.¢el 5

[root @RHEL52 2.6.18-92.1.18.¢el 5]# head -3 nodul es. dep

/1ibl/modul es/2.6.18-92.1.18. el 5/ kernel /drivers/net/tokenring/3c359. ko
/1ib/modul es/2.6.18-92.1.18. el 5/ kernel /drivers/net/pcntia/ 3c574_cs. ko
/1ib/modul es/2.6.18-92.1.18. el 5/ kernel /drivers/net/pcntia/ 3¢589_cs. ko

depmod

The modules.dep file can be updated (recreated) with the depmod command. In this
screenshot no modules were added, so depmod generates the samefile.

root @arry:/lib/modul es/2.6.17-2-686# |s -1 nodul es. dep
-rwr--r-- 1 root root 310676 2008-03-01 16: 32 nodul es. dep
root @arry:/lib/odul es/2.6.17-2-686# depnod

root @arry:/lib/modul es/2.6.17-2-686# |s -1 nodul es. dep
-rwr--r-- 1 root root 310676 2008-12-07 13:54 nodul es. dep

rmmod

Similar to insmod, the rmmod command is rarely used anymore.
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[ root @RHELv4u3 ~] # nodpr obe isdn

[ root @RHELvV4u3 ~]# rmod sl hc

ERROR Mbdul e slhc is in use by isdn
[ root @RHELvV4u3 ~]# rmuod i sdn

[ root @RHELvV4u3 ~]# rmod sl hc

[ root @RHELv4u3 ~]# Isnod | grep isdn
[ root @RHELvV4u3 ~] #

modprobe -r

Contrary to rmmod, modprobe will automatically remove unneeded modules.

[ root @RHELv4u3 ~] # nodprobe isdn
[root @RHELvV4u3 ~]# |snod | grep isdn
i sdn 133537 0

sl hc 7233 1 isdn
[ root @RHELv4u3 ~] # nodprobe -r isdn
[root @RHELvV4u3 ~]# |snod | grep isdn
[root @RHELvV4u3 ~]# |Isnod | grep sl hc
[ root @RHELv4u3 ~] #

/etc/modprobe.conf

The /etc/modpr obe.conf file and the /etc/modpr obe.d directory can contain aliases
(used by humans) and options (for dependent modules) for modprobe.

[ root @RHEL52 ~]# cat /etc/ nmodprobe. conf
al i as scsi _hostadapter nptbase

alias scsi_hostadapterl nptspi

alias scsi_hostadapter2 ata_piix

alias ethO pcnet 32

alias eth2 pcnet 32

alias ethl pcnet 32

25.5. compiling a kernel

extraversion

Enter into /usr/src/redhat/BUILD/kerne-2.6.9/linux-2.6.9/ and change the
extraversion in the Makefile.

[root @RHEL52 | i nux-2.6.18.i686]# pwd
/usr/src/redhat/BU LD/ kernel -2. 6. 18/ i nux-2.6.18.i 686
[root @GRHEL52 |inux-2.6.18.i686]# vi Mkefile

[root @RHEL52 | i nux-2.6.18.i686]# head -4 Makefile
VERSI ON = 2

PATCHLEVEL = 6

SUBLEVEL = 18

EXTRAVERSI ON = - paul 2008
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make mrproper

Now clean up the source from any previous installs with make mrproper. If thisis
your first after downloading the source code, then this is not needed.

[ root @RHEL52 | i nux-2.6.18.i686]# make nrproper
CLEAN scripts/basic
CLEAN scripts/kconfig
CLEAN include/config
CLEAN .config .config.old

.config

Now copy aworking .config from /boot to our kernel directory. Thisfile containsthe
configuration that was used for your current working kernel. It determines whether
modules are included in compilation or not.

[ root @RHEL52 |inux-2.6.18.i686]# cp /boot/config-2.6.18-92.1.18.el5 .config

make menuconfig

Now run make menuconfig (or the graphical make xconfig). This tool alows you
to select whether to compile stuff as a module (m), as part of the kernel (*), or not
at all (smaller kernel size). If you remove too much, your kernel will not work. The
configuration will be stored in the hidden .config file.

[ root @RHEL52 | i nux-2.6.18.i686]# make menuconfig

make clean

Issue amake clean to prepare the kernel for compile. make clean will remove most
generated files, but keeps your kernel configuration. Running a make mrproper at
this point would destroy the .config file that you built with make menuconfig.

[ root @RHEL52 |inux-2.6.18.i686]# nmake cl ean

make bzlmage

And then run make bzl mage, sit back and relax while the kernel compiles. Y ou can
use time make bzl mage to know how long it takes to compile, so next time you can
go for ashort walk.
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[ root @RHEL52 |inux-2.6.18.i686]# tine nmake bzl nage
HOSTCC scri pts/ basic/fixdep
HOSTCC scri pt s/ basi ¢/ docproc
HOSTCC scri pts/ kconfig/conf.o
HOSTCC scri pts/ kconfi g/ kxgettext.o

This command will end with telling you the location of the bzl mage file (and with
timeinfo if you also specified the time command.

Kernel : arch/i386/boot/ bzl mage is ready (#1)

real 13nb9.573s
user 1nR2.631s
sys 11nbl. 034s
[root @RHEL52 | i nux-2.6.18.i686]#

You can aready copy this image to /boot with cp arch/i386/boot/bzl mage /boot/
vmlinuz-<kernel-version>.

make modules

Now run make modules. It can take 20 to 50 minutes to compile all the modules.

[ root @RHEL52 |inux-2.6.18.i686]# tine make nodul es

CHK i ncl ude/li nux/version.h

CHK i ncl ude/li nux/ utsrel ease. h
CC[M arch/i386/kernel/msr.o
CC[M arch/i386/kernel/cpuid.o

CC [M arch/i386/kernel/mcrocode. o

make modules_install

To copy all the compiled modules to /lib/modules just run make modules_install
(takes about 20 seconds). Here's a screenshot from before the command.

[root @RHEL52 |inux-2.6.18.i686]# |s -1 /lib/nodul es/

total 20

drwxr-xr-x 6 root root 4096 Cct 15 13:09 2.6.18-92.1.13.el5
drwxr-xr-x 6 root root 4096 Nov 11 08:51 2.6.18-92.1.17.el5
drwxr-xr-x 6 root root 4096 Dec 6 07:11 2.6.18-92.1.18.¢el5
[ root @RHEL52 | i nux-2.6.18.i686]# nmake nodul es_i nst al

And here is the same directory after. Notice that make modules_install created a
new directory for the new kernel.

[root @RHEL52 |inux-2.6.18.i686]# |s -1 /lib/nodul es/
total 24
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/boot

root root 4096 COct 15 13:09 2.6.18-92.1.13.¢el5
root root 4096 Nov 11 08:51 2.6.18-92.1.17.el5
root root 4096 Dec 6 07:11 2.6.18-92.1.18.¢el5
root root 4096 Dec 6 08:50 2.6.18-paul 2008

dr wxr - xXr-x
dr wxr - xr - x
dr wxr - Xr-x
dr wxr - Xr-x

W o oo,

We till need to copy the kernel, the System.map and our configuration file to /boot.
Strictly speaking the .config file is not obligatory, but it might help you in future
compilations of the kernel.

[ root @RHEL52 ] # pwd
/usr/src/redhat/BU LD/ kernel -2.6.18/1inux-2.6.18.i 686

[root @RHEL52 ]# cp System map /boot/ System map-2. 6. 18- paul 2008

[root @RHEL52 1# cp .config /boot/config-2.6.18-paul 2008

[root @RHEL52 ]# cp arch/i 386/ boot/ bzl nage /boot/vm inuz-2.6. 18- paul 2008

mkinitrd

The kernel often uses an initrd file at bootup. We can use mkinitrd to generate this
file. Make sure you use the correct kernel name!

[ root @RHEL52 |# pwd
/usr/src/redhat/BU LD/ kernel -2.6.18/1inux-2.6.18.i 686
[root @GRHEL52 ]# nkinitrd /boot/initrd-2.6.18-paul 2008 2. 6. 18- paul 2008

bootloader

25.6.

Compilationisnow finished, don't forget to create an additional stanzain grub or lilo.

compiling one module

hello.c

A little C program that will be our module.

[root @hel 4a kernel _nodul e]# cat hello.c
#i ncl ude <l i nux/ nodul e. h>
#i ncl ude <section>

int init_nodul e(void)

{

printk( KERN_INFO "Start Hello World...\n")
return O;

}
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voi d cl eanup_nodul e(voi d)
{
printk(KERN_I NFO "End Hello World... \n");

}

Makefile

The makefile for this module.

[root @hel 4a kernel _nodul e] # cat Makefile

obj-m+= hello.o

all:

make -C /1i b/ nodul es/ $(shell unanme -r)/build M=$(PWD) nodul es
cl ean:

meke -C /li b/ nodul es/ $(shell uname -r)/build M$(PWD) clean

These are the only two files needed.

[root @hel 4a kernel _nmodul e]# ||

total 16

-rwrwr-- 1 paul paul 250 Feb 15 19:14 hello.c
-rwrwr-- 1 paul paul 153 Feb 15 19:15 Makefile

make

The running of the make command.

[ root @hel 4a ker nel _nodul e] # nmake

make -C /i b/ nodul es/ 2. 6.9-paul -2/build M=~/kernel _nodul e nodul es

make[ 1]: Entering dir... “/usr/src/redhat/BU LD/ kernel-2.6.9/1inux-2.6.9'
CC [M /hone/paul / kernel _nodul e/ hell 0.0

Bui | di ng nodul es, stage 2.

MODPOST

cC / hone/ paul / ker nel _nodul e/ hel | 0. nod. o

LD [M [/ hone/paul / kernel _nodul e/ hel | 0. ko

make[ 1]: Leaving dir... “/usr/src/redhat/BU LD kernel-2.6.9/1inux-2.6.9'
[root @hel 4a ker nel _nodul e] #

Now we have morefiles.

[root @hel 4a kernel _nodul e]# |1

total 172

-rwrwr-- 1 paul paul 250 Feb 15 19:14 hello.c
-rwr--r-- 1 root root 64475 Feb 15 19:15 hell o. ko
-rwr--r-- 1 root root 632 Feb 15 19:15 hello.npd.c
-rwr--r-- 1 root root 37036 Feb 15 19:15 hello.nod. o
-rwr--r-- 1 root root 28396 Feb 15 19:15 hello.o
-rwrwr-- 1 paul paul 153 Feb 15 19: 15 Makefile

[ root @hel 4a ker nel _nodul e] #
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hello.ko

Use modinfo to verify that it isreally amodule.

[root @hel 4a kernel _nodul e] # nodi nfo hell o. ko

fil ename: hel I 0. ko
ver magi c: 2.6.9-paul -2 SVMP 686 REGPARM 4KSTACKS gcc-3.4
depends:

[root @hel 4a kernel _nodul e] #

Good, so now we can load our hello module.

[root @hel 4a kernel _nmodul e]# | snod | grep hello

[root @hel 4a kernel _nmodul e]# i nsnod ./ hello. ko

[root @hel 4a kernel _nmodul e]# | snod | grep hello

hel | o 5504 0

[root @hel 4a kernel _nmodul e]# tail -1 /var/l og/ nessages
Feb 15 19:16: 07 rhel 4a kernel: Start Hello Wrld...
[root @hel 4a kernel _nmodul e]# rnmod hel |l o

[ root @hel 4a ker nel _nodul e] #

Finally /var/log/messages has a little surprise.

[root @hel 4a kernel _nodul e]# tail -2 /var/l og/ messages
Feb 15 19:16: 07 rhel 4a kernel: Start Hello World...
Feb 15 19:16:35 rhel 4a kernel: End Hello Wrld...

[root @hel 4a kernel _nodul e] #
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26.1. introduction

With librarieswe aretalking about dynamically linked libraries (aka shared objects).
These are binaries that contain functions and are not started themselves as programs,
but are called by other binaries.

Several programs can use the same library. The name of thelibrary file usually starts
with lib, followed by the actual name of the library, then the chracters..so and finally
aversion number.

26.2. /lib and /usr/lib

Whenyou look at the/lib or the/usr/lib directory, youwill seealot of symboliclinks.
Most libraries have adetailed version number in their name, but receive asymbolic
link from a filename which only contains the major version number.

root@hel 53 ~# |s -1 /lib/libext*
I rwxrwxrwx 1 root root 16 Feb 18 16:36 /lib/libext2fs.s0.2 -> |ibext2fs.so0.2.4
-rwxr-xr-x 1 root root 113K Jun 30 2009 /Ilib/libext2fs.so.2.4

26.3. |dd

Many programs have dependencies on the installation of certain libraries. You can
display these dependencies with Idd.

This exampl e shows the dependencies of the su command.

paul @RHEL5 ~$ |dd /bin/su
| i nux-gate.so.1 => (0x003f7000)
libpamso.0 => /lib/libpam so.0 (0x00d5c000)
i bpamm sc.so0.0 => /lib/libpamm sc.so.0 (0x0073c000)
libcrypt.so.1 => /lib/libcrypt.so.1 (0x00aa4000)
libdl.so.2 => /lib/libdl.so.2 (0x00800000)
libc.so.6 => /lib/libc.so.6 (0x00ecl000)
libaudit.so0.0 => /lib/libaudit.so.0 (0x0049f000)
/1ib/ld-1inux.so.2 (0x4769c000)
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26.4. ltrace

Theltrace program alowsto see all the calls madeto library functions by a program.
The example below uses the -c option to get only a summary count (there can be
many calls), and the -I option to only show callsin one library file. All this to see

26.5

what calls are made when executing su - serena as root.

root @eb503: ~# Itrace -c -1 /lib/libpamso.0 su - serena
serena@eb503: ~$ exit
| ogout
% time seconds usecs/call calls function
70. 31 0. 014117 14117 1 pamstart
12. 36 0. 002482 2482 1 pam open_session
5.17 0. 001039 1039 1 pam acct _ngnt
4. 36 0. 000876 876 1 pamend
3. 36 0. 000675 675 1 pam cl ose_session
3.22 0. 000646 646 1 pam aut henticate
0.48 0. 000096 48 2 pamset _item
0. 27 0. 000054 54 1 pam setcred
0.25 0. 000050 50 1 pam getenvli st
0.22 0. 000044 44 1 pam.get _item
100. 00 0. 020079 11 tota

dpkg -S and debsums

Find out on Debian/Ubuntu to which package alibrary belongs.

paul @eb503:/1ib$ dpkg -S libext2fs.so.2.4
e2fslibs: /lib/libext2fs.so.2.4

Y ou can then verify the integrity of al filesin this package using debsums.

paul @eb503: ~$ debsuns e2fslibs

/ usr/ shar e/ doc/ e2f sl i bs/ changel og. Debi an. gz
/ usr/ share/ doc/ e2f sl i bs/ copyri ght
/1ibl/libe2p.so.2.3

/1ib/libext2fs.so.2.4

Should alibrary be broken, then reinstall it with aptitude reinstall $package.

root @eb503: ~# aptitude reinstall e2fslibs
Readi ng package |lists... Done
Bui | di ng dependency tree

Readi ng state information... Done

Readi ng extended state infornation

Initializing package states... Done

Readi ng task descriptions... Done

The foll owi ng packages will be REI NSTALLED:
e2fslibs

26.6. rpm -gf and rpm -V

Find out on Red Hat/Fedora to which package alibrary belongs.

RIIIR
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paul @GRHEL5 ~$ rpm -qgf /1ib/libext2fs.so.2.4
e2f sprogs-1ibs-1.39-8.el5

You can then use rpm -V to verify al filesin this package. In the example below
the output shows that the Size and the Time stamp of the file have changed since
installation.

root @hel 53 ~# rpm -V e2fsprogs-1ibs
prelink: /lib/libext2fs.so.2.4: prelinked file size differs
S?2....T /1ib/libext2fs.so.2.4

Y ou can then use yum reinstall $package to overwrite the existing library with an
original version.

root @hel 53 i b# yumreinstall e2fsprogs-1libs

Loaded plugins: rhnplugin, security

Setting up Reinstall Process

Resol vi ng Dependenci es

--> Runni ng transaction check

---> Package e2fsprogs-libs.i386 0:1.39-23.el5 set to be erased
---> Package e2fsprogs-1libs.i386 0:1.39-23.el5 set to be updated
--> Fi ni shed Dependency Resol ution

The package verification now reports no problems with the library.

root @hel 53 |ib# rpm -V e2fsprogs-1libs
root @hel 53 | i b#

26.7

tracing with strace

More detailed tracing of all function calls can be done with strace. We start by
creating aread only file.

root @eb503: ~# echo hello > 42.txt

root @eb503: ~# chnmod 400 42.txt

root @eb503: ~# |s -1 42.txt

Sl 1 root root 6 2011-09-26 12:03 42.txt

We open the file with vi, but include the strace command with an output file for the
trace before vi. Thiswill create afile with all the function calls done by vi.

root @eb503: ~# strace -o strace.txt vi 42.txt

The fileis read only, but we still change the contents, and use the :w! directive to
write to thisfile. Then we close vi and take alook at the trace log.

r oot @eb503: ~# grep chnod strace. txt

chnod("42.txt", 0100600) -1 ENCENT (No such file or directory)

chnod("42.txt", 0100400) 0
root @eb503: ~# |s -1 42.txt
Bl 1 root root 12 2011-09-26 12:04 42.txt

Notice that vi changed the permissions on the file twice. The tracelog istoo long to
show a complete screenshot in this book.

root @eb503: ~# wc -1 strace.txt
941 strace. txt
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27.1. About tape devices

Don't forget that the name of a device strictly speaking has no meaning since the
kernel will use the magjor and minor number to find the hardware! See the man page
of mknod and the devices.txt filein the linux kernel source for more info.

SCSl tapes

On the officia Linux device list (http://www.lanana.org/docs/device-list/) we find
the names for SCSI tapes (major 9 char). SCSI tape devices are |ocated underneath /
dev/st and are numbered starting with O for the first tape device.

/dev/stO First tape device
/dev/st1l Second tape device
/ dev/ st 2 Third tape device

To prevent automatic rewinding of tapes, prefix them with the letter n.

/ dev/ nstO First no rewind tape device
/dev/nst1l Second no rew nd tape device
/ dev/ nst 2 Third no rew nd tape device

By default, SCSI tapes on linux will use the highest hardware compression that is
supported by the tape device. To lower the compression level, append one of the
letters| (low), m (medium) or a (auto) to the tape name.

/ dev/ st Ol First |ow conpression tape device
/dev/stOm First medi um conpression tape device
/dev/nst2m Third no rew nd medi um conpressi on tape device

277



backup

IDE tapes

mt

27.2.

On the official Linux device list (http://www.lanana.org/docs/device-list/) we find
the names for IDE tapes (major 37 char). IDE tape devices are located underneath
/dev/ht and are numbered starting with O for the first tape device. No rewind and
compression issimilar to SCSI tapes.

/dev/ htO First |DE tape device
/dev/nht0 Second no rew nd | DE tape device
/dev/htOm First medi um conpression | DE tape device

To manage your tapes, use mt (Magnetic Tape). Some examples.
To receive information about the status of the tape.

m -f /dev/stO status

To rewind atape...

m -f /dev/stO rew nd

To rewind and gect atape...

nt -f /dev/stO eject

To erase atape...

nt -f /dev/stO erase

Compression

It can be beneficial to compress files before backup. The two most popular tools for
compression of regular fileson linux aregzip/gunzip and bzip2/bunzip2. Below you
can see gzip in action, notice that it adds the .gz extension to thefile.

paul @GRHELv4u4:
SrwWrwr-- 1

~/test$ Is -1 allfiles.tx*
paul paul 8813553 Feb 27 05:38 allfiles.txt

paul @GRHELv4u4:
paul @GRHELv4u4:

STWrwr-- 1

paul @GRHELv4u4:

~/test$ gzip allfiles.txt

~/test$ Is -1 allfiles.tx*

paul paul 931863 Feb 27 05:38 allfiles.txt.gz
~/test$ gunzip allfiles.txt.gz

paul @GRHELv4u4: ~/test$ |Is -1 allfiles.tx*
-rwrwr-- 1 paul paul 8813553 Feb 27 05:38 allfiles.txt
paul @GRHELv4u4: ~/test $

In general, gzip is much faster than bzip2, but the latter one compresses a lot better.
Let us compare the two.

paul @GRHELv4u4:

~/test$ cp allfiles.txt bllIfiles.txt

278



backup

27.3.

paul @RHELv4u4: ~/test$ tinme gzip allfiles.txt

real OnD. 050s
user OonD. 041s
Sys OnD. 009s
paul @GRHELv4u4: ~/test$ time bzip2 bllfiles.txt
real Onb. 968s
user Onb. 794s
Sys onD. 076s

paul @RHELv4u4: ~/test$ Is -1 ?I1files.tx*

-rwrwr-- 1 paul paul 931863 Feb 27 05:38 allfiles.txt.gz
-rwrwr-- 1 paul paul 708871 May 12 10:52 blIfiles.txt.bz2
paul @RHELv4u4: ~/ test $

tar

The tar utility gets its name from Tape ARchive. This tool will receive and send
filesto adestination (typically atape or aregular file). The c option is used to create
atar archive (or tarfile), the f option to name/create the tarfile. The example below
takes a backup of /etc into the file /backup/etc.tar .

root @RHELv4u4: ~# tar cf /backup/etc.tar /etc

root @RHELv4u4: ~# |s -1 [backup/etc.tar

-rwr--r-- 1 root root 47800320 May 12 11:47 /backup/etc.tar
r oot @GRHELv4u4: ~#

Compression can be achieved without pipes since tar usesthe z flag to compresswith
gzip, and the j flag to compress with bzip2.

root @RHELv4u4: ~# tar czf /backup/etc.tar.gz /etc

root @RHELv4u4: ~# tar cjf /backup/etc.tar.bz2 /etc

root @RHELv4u4: ~# |s -1 [backup/etc.ta*

-rwr--r-- 1 root root 47800320 May 12 11:47 /backup/etc.tar
-rwr--r-- 1 root root 6077340 May 12 11:48 /backup/etc.tar.bz2
-rwr--r-- 1 root root 8496607 May 12 11:47 /backup/etc.tar.gz
r oot @RHELv4u4: ~#

Thet option is used to list the contents of a tar file. Verbose mode is enabled with
v (also useful when you want to see the files being archived during archiving).

root @RHELv4u4: ~# tar tvf /backup/etc.tar

dr wxr - Xr-x root/root 0 2007-05-12 09:38: 21 etc/

-rwr--r-- root/root 2657 2004-09-27 10:15: 03 etc/war nquot a. conf
-rwr--r-- root/root 13136 2006-11-03 17:34:50 etc/m ne.types

dr wxr - xr-x root/root 0 2004-11-03 13:35:50 etc/sound/

To list a specific file in a tar archive, use the t option, added with the filename
(without leading /).
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root @RHELv4u4: ~# tar tvf /backup/etc.tar etc/resolv.conf
-rwr--r-- root/root 77 2007-05-12 08:31:32 etc/resolv. conf
r oot @GRHELv4u4: ~#

Usethe x flag to restore a tar archive, or asingle file from the archive. Remember
that by default tar will restore the file in the current directory.

root @RHELv4u4: ~# tar xvf /backup/etc.tar etc/resolv.conf
etc/resol v. conf

root @RHELv4u4: ~# |s -1 [etc/resolv. conf

-rwr--r-- 2 root root 40 May 12 12:05 /etc/resolv. conf
root @RHELv4u4: ~# |s -1 etc/resolv. conf

-rwr--r-- 1 root root 77 May 12 08: 31 etc/resolv. conf
r oot @GRHELv4u4: ~#

Y ou can preserve file permissions with the p flag. And you can exclude directories
or file with --exclude.

root ~# tar cpzf /backup/etc_with pernms.tgz /etc

root ~# tar cpzf /backup/etc_no_sysconf.tgz /etc --exclude /etc/sysconfig
root ~# |s -1 /backup/etc_*

-rwr--r-- 1 root root 8434293 May 12 12:48 /backup/etc_no_sysconf.tgz
-rwr--r-- 1 root root 8496591 May 12 12:48 /backup/etc_w th _perns.tgz
root ~#

Y ou can also create atext file with names of files and directoriesto archive, and then
supply thisfileto tar with the -T flag.

root @RHELv4u4: ~# find /etc -name *.conf > files_to_archive.txt
root @RHELv4u4: ~# find /home -name *.pdf >> files_to_archive.txt
root @RHELv4u4: ~# tar cpzf /backup/ backup.tgz -T files_to_archive.txt

The tar utility can receive filenames from the find command, with the help of xargs.

find /etc -type f -nane "*.conf" | xargs tar czf /backup/confs.tar.gz

Y ou can aso use tar to copy adirectory, thisis more efficient than using cp -r.

(cd /etc; tar -cf - . ) | (cd /backup/copy_of _etc/; tar -xpf - )
Another example of tar, this copies a directory securely over the network.

(cd /etc;tar -cf - . )|(ssh user@rv 'cd /backup/cp_of _etc/; tar -xf - ")

tar can be used together with gzip and copy afile to aremote server through ssh

cat backup.tar | gzip | ssh bashuser @92.168.1.105 "cat - > backup.tgz"
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Compress the tar backup when it is on the network, but leave it uncompressed at the
destination.

cat backup.tar | gzip | ssh user@92.168.1.105 "gunzip|cat - > backup.tar”

Same as the previous, but let ssh handle the compression

cat backup.tar | ssh -C bashuser @92. 168. 1. 105 "cat - > backup.tar"

Backup Types

Linux uses multilevel incremental backups using distinct levels. A full backup is
a backup at level 0. A higher level x backup will include all changes since the last
level x-1 backup.

Supposeyou take afull backup on Monday (level 0) and alevel 1 backup on Tuesday,
then the Tuesday backup will contain al changes since Monday. Taking a level 2
on Wednesday will contain all changes since Tuesday (the last level 2-1). A level 3
backup on Thursday will contain all changes since Wednesday (the last level 3-1).
Another level 3 on Friday will also contain all changes since Wednesday. A level 2
backup on Saturday would take all changes since the last level 1 from Tuesday.

dump and restore

While dump is similar to tar, it is also very different because it looks at the file
system. Where tar receives a lists of files to backup, dump will find files to backup
by itself by examining ext2. Files found by dump will be copied to atape or regular
file. In casethetarget is not big enough to hold the dump (end-of-media), it isbroken
into multiple volumes.

Restoring files that were backed up with dump is done with the restore command.
In the example below we take afull level 0 backup of two partitions to a SCSI tape.
The no rewind is mandatory to put the volumes behind each other on the tape.

dunp Of /dev/nstO /boot
dunp Of /dev/nstO /

Listing filesin adump archive is done with dump -t, and you can compare fileswith
dump -C.

You can omit files from a dump by changing the dump attribute with the chattr
command. The d attribute on ext will tell dump to skip the file, even during a full
backup. In the following example, /etc/hosts is excluded from dump archives.

chattr +d /etc/hosts
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To restore the compl ete file system with restor e, use the -r option. This can be useful
to change the size or block size of afile system. Y ou should have a clean file system
mounted and cd'd into it. Like this example shows.

nke2fs /dev/ hda3

nmount /dev/hda3 /mt/data
cd /mt/data

restore rf /dev/nstO

To extract only onefile or directory from a dump, use the -x option.

restore -xf /dev/stO /etc

27.6. cpio

Different from tar and dumpiscpio (Copy Input and Output). It can be used to receive
filenames, but copies the actual files. This makes it an easy companion with find!
Some examples below.

find sends filenames to cpio, which puts the filesin an archive.

find /etc -depth -print | cpio -oaV -0 archive.cpio

The same, but compressed with gzip

find /etc -depth -print | cpio -oaV | gzip -c > archive. cpio.gz

Now pipe it through ssh (backup files to a compressed file on another machine)

find /etc -depth -print|cpio -oaV|gzip -c|ssh server "cat - > etc.cpio.gz"

find sends filenames to cpio | cpio sends files to ssh | ssh sends files to cpio 'cpio
extractsfiles

find /etc -depth -print | cpio -oaV | ssh user@ost 'cpio -invd

the same but reversed: copy adir from the remote host to the local machine

ssh user @ost "find path -depth -print | cpio -oaV' | cpio -inmvd

27.7.dd

About dd

Some people use dd to create backups. This can be very powerful, but dd backups
can only be restored to very similar partitions or devices. There are however alot of
useful things possible with dd. Some examples.
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Create a CDROM image

The easiest way to create a .1 SO file from any CD. The if switch means Input File,
of isthe Output File. Any good tool can burn a copy of the CD with this.ISO file.

dd i f=/dev/cdrom of =/ path/to/ cdrom | SO

Create a floppy image

A little outdated maybe, but just in case : make an image file from a 1.44MB floppy.
Blocksize is defined by bs, and count contains the number of blocks to copy.

dd i f=/dev/fl oppy of=/path/to/floppy.ing bs=1024 count =1440

Copy the master boot record

Use dd to copy the MBR (Master Boot Record) of hard disk /dev/hdato afile.

dd if=/dev/hda of =/ MBR i ng bs=512 count=1

Copy files

This example shows how dd can copy files. Copy the file summer.txt to
copy_of summer.txt .

dd i f=~/summer.txt of=~/copy_of summer.txt

Image disks or partitions

And who needs ghost when dd can create a (compressed) image of a partition.
dd if=/dev/ hdb2 of =/i mage_of _hdb2. | M5

dd if=/dev/hdb2 | gzip > /inmage_of _hdb2.|Ma gz

Create files of a certain size

dd can be used to create afile of any size. Thefirst example creates aone MEBIbyte
file, the second a one MEGADbytefile.

dd i f=/dev/zero of=fil elMB count=1024 bs=1024

dd i f=/dev/zero of=fil elMB count=1000 bs=1024

CDROM server example

And there are of course endless combinations with ssh and bzip2. This example puts
a bzip2 backup of acdrom on aremote server.
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dd if=/dev/cdrom | bzi p2| ssh user @ost "cat - > /backups/cd/ cdromiso. bz2"

split

The split command is useful to split files into smaller files. This can be useful to fit
the file onto multiple instances of a medium too small to contain the complete file.
In the example below, afile of size 5000 bytes is split into three smaller files, with
maximum 2000 bytes each.

paul @ai ka: ~/test$ Is -1

total 8

-rwr--r-- 1 paul paul 5000 2007-09-09 20:46 bigfilel
paul @ai ka: ~/test$ split -b 2000 bigfilel splitfile.

paul @ai ka: ~/test$ Is -1

total 20

-rwr--r-- 1 paul paul 5000 2007-09-09 20:46 bigfilel
-rwr--r-- 1 paul paul 2000 2007-09-09 20:47 splitfile.aa
-rwr--r-- 1 paul paul 2000 2007-09-09 20:47 splitfile.ab
-rwr--r-- 1 paul paul 1000 2007-09-09 20:47 splitfile.ac

practice: backup

Il Careful with tar options and the position of the backup file, mistakes can destroy
your system!!

1. Create adirectory (or partition if you like) for backups. Link (or mount) it under /
mnt/backup.

2a. Use tar to backup /etc in /mnt/backup/etc_date.tgz, the backup must be gzipped.
(Replace date with the current date)

2b. Use tar to backup /bin to /mnt/backup/bin_date.tar.bz2, the backup must be
bzip2'd.

2c. Choose afilein /etc and /bin and verify with tar that the file is indeed backed up.
2d. Extract those two filesto your home directory.

3a. Create a backup directory for your neighbour, make it accessible under /mnt/
neighbourName

3b. Combine ssh and tar to put a backup of your /boot on your neighbours computer
in /mnt/Y ourName

4a. Combine find and cpio to create a cpio archive of /etc.

4b. Choose afilein /etc and restore it from the cpio archiveinto your home directory.
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5. Use dd and ssh to put a backup of the master boot record on your neighbours
computer.

6. (On the real computer) Create and mount an I SO image of the ubuntu cdrom.

7. Combine dd and gzip to create a'ghost' image of one of your partitions on another
partition.

8. Use dd to create a five megabyte file in ~/testsplit and name it biggest. Then split
thisfilein smaller two megabyte parts.

nkdir testsplit

dd if=/dev/zero of =~/testsplit/biggest count=5000 bs=1024

split -b 2000000 bi ggest parts

285



Part VIII. Appendix




Appendix A. License

GNU Free Docunentation License
Version 1.3, 3 Novenber 2008
Copyright © 2000, 2001, 2002, 2007, 2008 Free Software Foundation, Inc.

Everyone is permtted to copy and distribute verbatimcopies of this
license docunment, but changing it is not allowed.

0. PREAMBLE

The purpose of this License is to nake a nmanual, textbook, or other
functional and useful document "free" in the sense of freedom to
assure everyone the effective freedomto copy and redistribute it,
with or without nmodifying it, either commercially or nonconmercially.
Secondarily, this License preserves for the author and publisher a way
to get credit for their work, while not being considered responsible
for nodifications nade by others

This License is a kind of "copyleft”, which neans that derivative
wor ks of the document nust thenselves be free in the same sense. It
conpl enents the GNU General Public License, which is a copyleft
license designed for free software.

We have designed this License in order to use it for manuals for free
software, because free software needs free docunentation: a free
program shoul d cone with manual s providing the sane freedons that the
software does. But this License is not l[imted to software nmanual s; it
can be used for any textual work, regardl ess of subject matter or
whether it is published as a printed book. W recommend this License
principally for works whose purpose is instruction or reference.

1. APPLI CABI LI TY AND DEFI NI TI ONS

This License applies to any manual or other work, in any medium that
contains a notice placed by the copyright holder saying it can be
distributed under the ternms of this License. Such a notice grants a
wor | d-wi de, royalty-free license, unlimited in duration, to use that
wor k under the conditions stated herein. The "Docunent", below, refers
to any such nmanual or work. Any nmenber of the public is a |licensee,
and is addressed as "you". You accept the license if you copy, nodify
or distribute the work in a way requiring perm ssion under copyright

I aw.

A "Mdified Version" of the Docunent neans any work containing the
Docunment or a portion of it, either copied verbatim or with
nmodi fications and/or translated into another |anguage.

A "Secondary Section" is a naned appendix or a front-matter section of
t he Docunent that deals exclusively with the relationship of the
publ i shers or authors of the Docunment to the Docunent's overal

subject (or to related matters) and contains nothing that could fal
directly within that overall subject. (Thus, if the Docunent is in
part a textbook of mathematics, a Secondary Section may not explain
any mat hematics.) The relationship could be a matter of historica
connection with the subject or with related matters, or of |egal
conmerci al, phil osophical, ethical or political position regarding

t hem

The "Invariant Sections" are certain Secondary Sections whose titles
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are designated, as being those of Invariant Sections, in the notice
that says that the Docunent is released under this License. If a
section does not fit the above definition of Secondary then it is not
allowed to be designated as Invariant. The Document may contain zero
Invariant Sections. If the Docunent does not identify any |nvariant
Sections then there are none.

The "Cover Texts" are certain short passages of text that are |isted,
as Front-Cover Texts or Back-Cover Texts, in the notice that says that
t he Docunent is released under this License. A Front-Cover Text may be
at nmost 5 words, and a Back-Cover Text may be at npbst 25 words.

A "Transparent” copy of the Docunent means a machi ne-readabl e copy,
represented in a format whose specification is available to the
general public, that is suitable for revising the docunent
straightforwardly with generic text editors or (for images conposed of
pi xel s) generic paint progranms or (for drawi ngs) sonme w dely avail able
drawing editor, and that is suitable for input to text formatters or
for automatic translation to a variety of formats suitable for input
to text formatters. A copy made in an otherw se Transparent file
format whose mar kup, or absence of markup, has been arranged to thwart
or di scourage subsequent nodification by readers is not Transparent.
An image format is not Transparent if used for any substantial anount
of text. A copy that is not "Transparent” is called "Opaque".

Exanpl es of suitable formats for Transparent copies include plain
ASCI | wi thout markup, Texinfo input format, LaTeX input format, SGWL
or XML using a publicly avail abl e DID, and standard-conforming sinple
HTM., Post Script or PDF designed for human nodification. Exanples of
transparent image formats include PNG XCF and JPG Opaque formats
include proprietary formats that can be read and edited only by
proprietary word processors, SGW or XM for which the DID and/ or
processing tools are not generally available, and the

machi ne- generated HTM., Post Script or PDF produced by sone word
processors for output purposes only.

The "Title Page" means, for a printed book, the title page itself,

pl us such foll ow ng pages as are needed to hold, legibly, the material
this License requires to appear in the title page. For works in
formats which do not have any title page as such, "Title Page" means
the text near the nost prom nent appearance of the work's title,
precedi ng the begi nning of the body of the text.

The "publisher" neans any person or entity that distributes copies of
t he Docunent to the public.

A section "Entitled XYZ" neans a named subunit of the Docunent whose
title either is precisely XYZ or contains XYZ in parentheses follow ng
text that translates XYZ in another |anguage. (Here XYZ stands for a
speci fic section nane nentioned bel ow, such as "Acknow edgenents”,
"Dedi cations”, "Endorsenents", or "History".) To "Preserve the Title"
of such a section when you nodify the Docunent nmeans that it remains a
section "Entitled XYZ" according to this definition.

The Docunent may include Warranty Disclainers next to the notice which
states that this License applies to the Docunent. These Warranty

Di scl ainers are considered to be included by reference in this

Li cense, but only as regards disclainng warranti es: any ot her
inmplication that these Warranty Disclaimers may have is void and has
no effect on the neaning of this License.

2. VERBATI M COPYI NG

You may copy and distribute the Docunent in any nedium either
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commerci ally or noncommercially, provided that this License, the
copyright notices, and the |license notice saying this License applies
to the Docunment are reproduced in all copies, and that you add no

ot her conditions whatsoever to those of this License. You may not use
techni cal measures to obstruct or control the reading or further
copying of the copies you nmake or distribute. However, you may accept
conpensation in exchange for copies. If you distribute a | arge enough
nunber of copies you must also follow the conditions in section 3.

You may al so | end copies, under the same conditions stated above, and
you may publicly display copies.

3. COPYING I N QUANTI TY

If you publish printed copies (or copies in nmedia that conmonly have
printed covers) of the Docunent, numbering nore than 100, and the
Docunment's |icense notice requires Cover Texts, you must enclose the
copies in covers that carry, clearly and |legibly, all these Cover
Texts: Front-Cover Texts on the front cover, and Back-Cover Texts on
t he back cover. Both covers nust also clearly and legibly identify you
as the publisher of these copies. The front cover mnust present the
full title with all words of the title equally prom nent and visible.
You may add other material on the covers in addition. Copying with
changes linmted to the covers, as long as they preserve the title of

t he Docunent and satisfy these conditions, can be treated as verbatim
copying in other respects.

If the required texts for either cover are too volum nous to fit

l egibly, you should put the first ones listed (as many as fit
reasonably) on the actual cover, and continue the rest onto adjacent
pages.

If you publish or distribute Opaque copies of the Document nunbering
more than 100, you mnust either include a machi ne-readabl e Transparent
copy along with each Opaque copy, or state in or with each Opaque copy
a conputer-network | ocation fromwhich the general network-using
public has access to downl oad using public-standard network protocols
a conplete Transparent copy of the Docunent, free of added materi al

If you use the latter option, you nust take reasonably prudent steps,
when you begin distribution of Opaque copies in quantity, to ensure
that this Transparent copy will remain thus accessible at the stated
location until at |east one year after the last time you distribute an
Opaque copy (directly or through your agents or retailers) of that
edition to the public.

It is requested, but not required, that you contact the authors of the
Document wel | before redistributing any | arge nunber of copies, to

gi ve them a chance to provide you with an updated version of the
Docunent .

4. MODI FI CATI ONS

You may copy and distribute a Modified Version of the Docunent under
the conditions of sections 2 and 3 above, provided that you rel ease
the Modified Version under precisely this License, with the Mdified
Version filling the role of the Docunent, thus licensing distribution
and nodification of the Mddified Version to whoever possesses a copy
of it. In addition, you nust do these things in the Mdified Version:

* A, Use inthe Title Page (and on the covers, if any) a title
distinct fromthat of the Docunent, and from those of previous
versions (which should, if there were any, be listed in the History
section of the Docunent). You may use the sane title as a previous
version if the original publisher of that version gives perm ssion.
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* B. List on the Title Page, as authors, one or nore persons or
entities responsible for authorship of the nodifications in the
Modi fied Version, together with at |east five of the principal authors
of the Document (all of its principal authors, if it has fewer than
five), unless they release you fromthis requiremnent.

* C. State on the Title page the nane of the publisher of the
Modi fied Version, as the publisher.

* D. Preserve all the copyright notices of the Docunent.

* E. Add an appropriate copyright notice for your nodifications
adj acent to the other copyright notices.

* F. Include, inmediately after the copyright notices, a |license
notice giving the public permission to use the Mdified Version under
the terns of this License, in the formshown in the Addendum bel ow.

* G Preserve in that |license notice the full lists of Invariant
Sections and required Cover Texts given in the Docunment's |icense
notice

* H Include an unaltered copy of this License.

* |. Preserve the section Entitled "History", Preserve its Title,
and add to it an itemstating at least the title, year, new authors,
and publisher of the Mddified Version as given on the Title Page. If
there is no section Entitled "Hi story" in the Document, create one
stating the title, year, authors, and publisher of the Docunent as
given on its Title Page, then add an item describing the Mdified
Version as stated in the previous sentence.

* J. Preserve the network location, if any, given in the Docunent
for public access to a Transparent copy of the Document, and |ikew se
the network | ocations given in the Docunment for previous versions it
was based on. These may be placed in the "History" section. You nmay
omit a network location for a work that was published at |east four
years before the Docunent itself, or if the original publisher of the
version it refers to gives perm ssion.

* K. For any section Entitled "Acknow edgenents" or "Dedications"”,
Preserve the Title of the section, and preserve in the section all the
substance and tone of each of the contributor acknow edgenents and/or
dedi cati ons given therein.

* L. Preserve all the Invariant Sections of the Docunent,
unaltered in their text and in their titles. Section nunmbers or the
equi val ent are not considered part of the section titles.

* M Delete any section Entitled "Endorsements”. Such a section
may not be included in the Mdified Version.

* N Do not retitle any existing section to be Entitled
"Endorsenments” or to conflict in title with any Invariant Section

* O Preserve any Warranty Discl ai ners.

If the Modified Version includes new front-natter sections or

appendi ces that qualify as Secondary Sections and contain no materi al
copi ed fromthe Docunent, you may at your option designate some or al
of these sections as invariant. To do this, add their titles to the
list of Invariant Sections in the Mddified Version's |license notice
These titles must be distinct fromany other section titles.

You may add a section Entitled "Endorsenments”, provided it contains
not hi ng but endorsenents of your Modified Version by various

parti es—for exanple, statements of peer review or that the text has
been approved by an organi zation as the authoritative definition of a
st andar d.

You may add a passage of up to five words as a Front-Cover Text, and a
passage of up to 25 words as a Back-Cover Text, to the end of the |ist
of Cover Texts in the Mdified Version. Only one passage of
Front - Cover Text and one of Back-Cover Text may be added by (or

t hrough arrangenents made by) any one entity. |If the Docunment already
includes a cover text for the same cover, previously added by you or
by arrangenent made by the same entity you are acting on behal f of,
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you may not add another; but you may replace the old one, on explicit
permi ssion fromthe previous publisher that added the old one.

The aut hor (s) and publisher(s) of the Document do not by this License
give permission to use their nanes for publicity for or to assert or
i mply endorsenent of any Modified Version.

5. COMBI NI NG DOCUMENTS

You may conbine the Document with other docunents rel eased under this
Li cense, under the terns defined in section 4 above for nodified
versions, provided that you include in the conbination all of the
Invariant Sections of all of the original docunents, unnodified, and
list themall as Invariant Sections of your conbined work in its
license notice, and that you preserve all their Warranty Di scl ai mers.

The comnbi ned work need only contain one copy of this License, and
multiple identical Invariant Sections nay be replaced with a single
copy. If there are multiple Invariant Sections with the same nane but
different contents, nake the title of each such section unique by
adding at the end of it, in parentheses, the nanme of the original

aut hor or publisher of that section if known, or else a unique nunber.
Make the same adjustment to the section titles in the list of
Invariant Sections in the |license notice of the conbined work.

In the conbinati on, you nust conbi ne any sections Entitled "History"”
in the various original docunents, form ng one section Entitled

"Hi story"; |ikew se conbine any sections Entitled "Acknow edgenents",
and any sections Entitled "Dedications". You nust delete all sections
Entitled "Endorsenents".

6. COLLECTI ONS OF DOCUMENTS

You may nake a collection consisting of the Docunent and ot her
docurnents rel eased under this License, and replace the individual
copies of this License in the various docunents with a single copy
that is included in the collection, provided that you follow the rul es
of this License for verbatimcopying of each of the docunents in all
ot her respects.

You may extract a single document from such a collection, and
distribute it individually under this License, provided you insert a
copy of this License into the extracted docunment, and follow this
License in all other respects regardi ng verbati mcopying of that
docunent .

7. AGGREGATI ON W TH | NDEPENDENT WORKS

A conpil ation of the Docunent or its derivatives with other separate
and i ndependent docunents or works, in or on a volunme of a storage or
distribution nedium is called an "aggregate" if the copyright
resulting fromthe conmpilation is not used to linmt the legal rights
of the conpilation's users beyond what the individual works permt.
When the Docunent is included in an aggregate, this License does not
apply to the other works in the aggregate which are not thensel ves
derivative works of the Docunent.

If the Cover Text requirenment of section 3 is applicable to these

copi es of the Document, then if the Docunment is |ess than one half of
the entire aggregate, the Docunent's Cover Texts may be placed on
covers that bracket the Docunent within the aggregate, or the

el ectroni c equival ent of covers if the Docunment is in electronic form
O herwi se they nust appear on printed covers that bracket the whole
aggr egat e.
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8. TRANSLATI ON

Transl ation is considered a kind of nodification, so you may
distribute translations of the Docunent under the ternms of section 4.
Repl aci ng I nvariant Sections with translations requires special

permi ssion fromtheir copyright holders, but you may include
transl ati ons of sone or all Invariant Sections in addition to the
original versions of these Invariant Sections. You may include a
translation of this License, and all the |license notices in the
Docunent, and any Warranty Disclai mers, provided that you al so include
the original English version of this License and the original versions
of those notices and disclainers. In case of a disagreenent between
the translation and the original version of this License or a notice
or disclainmer, the original version will prevail.

If a section in the Docunent is Entitled "Acknow edgenents”,

"Dedi cations”, or "History", the requirement (section 4) to Preserve
its Title (section 1) will typically require changing the actual
title.

9. TERM NATI ON

You may not copy, nodify, sublicense, or distribute the Document
except as expressly provided under this License. Any attenpt otherw se
to copy, nodify, sublicense, or distribute it is void, and wll
automatically term nate your rights under this License.

However, if you cease all violation of this License, then your |icense
froma particular copyright holder is reinstated (a) provisionally,

unl ess and until the copyright holder explicitly and finally

term nates your license, and (b) permanently, if the copyright hol der
fails to notify you of the violation by some reasonabl e nmeans prior to
60 days after the cessation.

Mor eover, your license froma particular copyright holder is
reinstated permanently if the copyright holder notifies you of the
viol ation by sone reasonable neans, this is the first time you have
received notice of violation of this License (for any work) fromthat
copyright holder, and you cure the violation prior to 30 days after
your receipt of the notice.

Term nation of your rights under this section does not termnate the
licenses of parties who have received copies or rights fromyou under
this License. If your rights have been term nated and not permanently
reinstated, receipt of a copy of sone or all of the same material does
not give you any rights to use it.

10. FUTURE REVI SI ONS OF THI' S LI CENSE

The Free Software Foundation may publish new, revised versions of the
G\U Free Docunentation License fromtinme to tinme. Such new versions
will be similar in spirit to the present version, but may differ in
detail to address new problens or concerns. See

http://ww. gnu. org/ copyl eft/.

Each version of the License is given a distinguishing version nunber.
If the Docunent specifies that a particul ar nunbered version of this
Li cense "or any later version" applies to it, you have the option of
following the terms and conditions either of that specified version or
of any |l ater version that has been published (not as a draft) by the
Free Software Foundation. |If the Document does not specify a version
nunber of this License, you may choose any version ever published (not
as a draft) by the Free Software Foundation. If the Docunent specifies
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that a proxy can decide which future versions of this License can be
used, that proxy's public statenent of acceptance of a version
permanent|y authorizes you to choose that version for the Docunent.

11. RELI CENSI NG

"Massive Miultiauthor Collaboration Site" (or "MMC Site") means any
World Wde Web server that publishes copyrightable works and al so
provides prominent facilities for anybody to edit those works. A
public w ki that anybody can edit is an exanple of such a server. A
"Massive Mul tiauthor Collaboration” (or "MMC') contained in the site
means any set of copyrightable works thus published on the MMC site.

"CC-BY-SA" neans the Creative Commpns Attribution-Share Alike 3.0
Ii cense published by Creative Comons Corporation, a not-for-profit
corporation with a principal place of business in San Francisco,
California, as well as future copyleft versions of that |icense
publ i shed by that sane organi zati on.

"I ncorporate” means to publish or republish a Docunment, in whole or in
part, as part of another Docunent.

An MMC is "eligible for relicensing” if it is licensed under this
License, and if all works that were first published under this License
somewhere other than this MMC, and subsequently incorporated in whole
or in part into the MMC, (1) had no cover texts or invariant sections,
and (2) were thus incorporated prior to November 1, 2008.

The operator of an MMC Site may republish an MMC contained in the site
under CC-BY-SA on the sane site at any tine before August 1, 2009,
provided the MC is eligible for relicensing.
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Nlib, 273

/lib/modules, 264, 269
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/proc/modules, 264
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/sbin, 205

[sbin/init, 126
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lusr/src, 259
Ivar/lib/nfs/etab, 243, 253
Ivar/lib/rpm, 178
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active partition, 120
Alicaand Bob, 231
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apt-get(8), 168, 172
aptitude, 274
aptitude(1), 260
aptitude(8), 168, 175
arp(1), 208
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arp table, 208
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Bill Callkins, 115
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chkconfig(8), 131

CHS, 29
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cpio(1), 178, 282
cron(8), 142

crontab(1), 145
crontab(5), 145
Ctrl-Alt-Delete, 136, 137
Ctrl-z, 22
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D

daemon, 3, 130
dd(1), 46, 115, 162, 282
deb(5), 168
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df(1), 60, 60
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dhcp, 203, 216
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dns, 216

DOS, 120

dpkg(8), 168, 170
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dump(1), 281

E
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exec, 5
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ext3, 50 ifconfig(1), 205, 206, 221, 222, 223, 225
extended partition, 42 ifdown(1), 202, 204, 206, 221
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