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Preface

Computers have become an integrated part of the modern world and are being
extensively used for storing and retrieving information. Business organizations are
becoming more productive and efficient with the use of Internet-based applications.
A significant rise in their use can be seen for personal purposes as they provide
speedy and accurate solution for performing a variety of tasks.

However, the vast amount of data and information that is being stored and
communicated among these computing devices is usually of confidential nature
which requires high-end protection from the adversarial attacks. Cyberattacks have
become a crucial concern for the economies across the globe. Hence, it has
become inevitable to establish adequate security measures to safeguard the sensitive
information and security critical systems and to identify and evaluate the underlying
factors influencing their development.

This handbook contains chapters dealing with different aspects of computer
networks and cybersecurity. These include:

* Fundamentals, overviews, and trends of computer networks and cybersecurity

e Security and privacy in ad hoc networks, e-services, mobile systems, wireless
sensor networks, smart grid and distributed generation systems, social applica-
tions and networks, industrial systems, pervasive/ubiquitous computing, ambient
intelligence, cloud computing, and e-services

» Security and privacy of robotic systems and Web service

e Cyber risk and vulnerability assessment for cybercrime

e Cybercrime and warfare

e Cyber threat analysis and modelling

* JoT threat analysis and modelling

e Human factors in security and privacy

* Cyber forensic tools, techniques, and analysis

* Visual analytics for cybersecurity

* Cybersecurity testbeds, tools, and methodologies

* Active and passive cyber defense techniques

¢ Critical infrastructure protection

vii
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Intrusion detection and prevention

Botnet detection and mitigation

Biometric security and privacy

Human factors in security and privacy
Cybercrime and warfare,

Cryptography, stenography, and cryptosystems
Honeypots and security

Security policies and access control

Network security and management

Wireless security

Bluetooth, Wi-Fi, WiMAX, and LTE security
Infrared communication security

Cyber threats, implications, and their defense
Security standards and law

Security modelling

Specifically, this handbook contains discussion on the following:

An Investigation Study of Privacy Preservation in Cloud

Security Frameworks in Mobile Cloud Computing

Latest Quantitative Security Risk Analysis Models for Information Systems with
Respect to Cloud Computing

AckIBE-Based Secure Cloud Data Management Framework

Machine Learning Solution for Security-Cognizant Data Placement on Cloud
Platforms

Threats Behind Default Configurations of Network Devices: Local Network
Attacks and Their Countermeasures

Security and Privacy issues in Wireless Sensor and Body Area Networks
Security in Underwater Wireless Sensor Networks

Security Issues in Cognitive Radio Ad Hoc Networks

Security and Privacy in Social Networks: Data and Structural Anonymity

SOI FinFET for Computer Networks and Cybersecurity Systems
Software-Defined Networking as an Innovative Approach to Computer Networks
Software-Defined Network (SDN) Data Plane Security: Issues, Solutions, and
Future Directions

Survey on DDoS Attacks, Techniques, and Solutions in Software-Defined Net-
work

Classification of Cooperative Distributed Denial-of-Service (DDoS) Defense
Schemes

Epidemic Modelling for the Spread of Bots Through DDoS Attack in E-
Commerce Network

Physical Unclonable Functions (puf)-Based Security in IoT: Key Challenges and
Solutions

Fog Computing: Applications and Secure Data Aggregation

A Comprehensive Review of Distributed Denial-of-Service (DDoS) Attacks in
Fog Computing Environment
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e Secure Machine Learning Scenario from Big Data in Cloud Computing via
Internet of Things Network

* Heterogeneous-Internet of Vehicles (IoV) Communication in the Twenty-First
Century: A Comprehensive Study

* A Review on Security and Privacy in Mobile Systems

* Investigation of Security Issues and Promising Solution in Distributed Systems
Monitoring

* An Analysis of Provable Security Frameworks for RFID Security

* Computational Techniques for Real-Time Credit Card Fraud Detection

* Security and privacy in Industrial System

e Privacy Preservation of Electronic Health Record: Current Status and Future
Direction

* QKD Protocols’ Security Between Theory and Engineering Implementation

* Survey of Security and Privacy Issues on Biometric System

* Design of a Fingerprint-Based Session Key Generation and Secure Communica-
tion Establishment Protocol

¢ Trees, Cryptosignatures, and Cyberspace Mobile Agent Interfaces

e Permutation-Substitution-Based Image Encryption Algorithms Using Pseudo
Random Number Generators

* Recent Trends in Document Authentication Using Text Steganography

* Machine Learning-Based Intrusion Detection Techniques

» Feature Selection Using Machine Learning to Classify a Malware

e DeepDGA-MINet: Cost-Sensitive Deep Learning-Based Framework for Han-
dling Multiclass Imbalanced DGA Detection

* ABFT: Analytics to Uplift Big Social Events Using Forensic Tools

e Hacklt: A Real-Time Simulation Tool for Studying Real-World Cyberattacks in
the Laboratory

Kurukshetra, India Brij B. Gupta
Murcia, Spain Gregorio Martinez Perez
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Chapter 1
Security Frameworks in Mobile Cloud oo
Computing

Chaitanya Vemulapalli, Sanjay Kumar Madria, and Mark Linderman

Abstract The concept of mobile cloud computing (MCC) combines mobile com-
puting with cloud resources, and therefore, has opened up new directions in the field
of mobile computing. Cloud resources can help in overcoming the memory, energy,
and other computing resource limitations of mobile devices. Thus, the mobile
cloud computing applications can address some of the resource constraint issues by
offloading tasks to cloud servers. Despite these advantages, mobile cloud computing
is still not widely adopted due to various challenges associated with security in
mobile cloud computing framework including issues of privacy, access control,
service level agreements, interoperability, charging model, etc. In this chapter, we
focus on the challenges associated with security in mobile cloud computing, and
key features required in a security framework for MCC. Initially, we describe key
architectures pertaining to various applications of mobile cloud computing, and
later, we discuss few security frameworks proposed for MCC in terms of handling
privacy, security, and attacks.

Keywords Mobile cloud computing - Security - Mobile computing - Location
Based services

1 Introduction

Mobile computing is becoming part of everyday life with wireless communication
becoming ubiquitous. The technological advancement in mobile devices and inven-
tion of smart phones has taken the usage of mobile phones from the conventional
use of voice communication to more now as the computing device. Incorporation
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of sophisticated features like in-built camera, GPS, multimedia capabilities, etc.
gave additional functionalities to the mobile devices. The range of functions that
can be performed by mobile devices is the main driving force behind the growth of
mobile computing. All these advanced features increase the software and processing
overhead in mobile devices. Moreover, the advancement of software in mobile
devices is happening at a more rapid pace compared to advancement in mobile
hardware. Users are not able to fully exploit these advanced features due to hardware
limitations of the mobile devices such as limited processing capabilities, insufficient
storage, limited battery backup, etc.

In the last decade, with access to Internet becoming more and more ubiquitous,
connecting to a cloud server via Internet from a mobile device is no longer a difficult
proposition. This stimulated a new idea of using cloud resources for the processing
and storage requirements of mobile device and gave rise to the new computing
paradigm of mobile cloud computing. In this paradigm, to overcome the above
said hardware limitations of mobile devices, storage tasks, communication, and
computation intensive tasks are offloaded to cloud servers instead of performing
them in mobile devices itself. The mobile devices will retain only thin client for
user interface or display of results. Examples of such thin clients include mobile
apps like YouTube, Facebook, etc.

Usage of smart phones and mobile cloud computing is also increasing at a
rapid pace. According to ABI Research (Allied Business Intelligence, Inc.), a
market intelligence company, the number of mobile cloud computing subscribers
worldwide grew from 42.8 million subscribers in 2008 to over 100 million in 2014
[13]. Another study by Juniper Research said that the market of cloud-based mobile
applications grew by about 88% from $400 million in 2009 to $9.5 billion in 2014
[23]. It was reported that more than 240 million of mobile cloud computing (MCC)
customers will use cloud services with an earning revenue of 5.2 billion dollars in
2015. Gartner forecasts that global mobile phone shipments will increase 1.6% in
2018, with total mobile phone sales amounting to almost 1.9 billion units. In 2019,
it will grow by 5% year over year. This growth in mobile cloud computing has
opened up the possibility of enhancing applications like location-based services,
information sharing, etc.

Use of mobile cloud computing in disaster recovery and emergency service has
also been described in [26]. Though the concept of using cloud resources has made
the mobile computing more useful and empowered it to perform any task without
limitations, the security and privacy issues associated with cloud computing are
deterring the large scale adoption of mobile cloud computing applications. In despite
of efforts devoted in research both in industry and in academia, there are a number of
loopholes in the security policies of mobile cloud computing. According to surveys
[2, 27], 74% of IT executives are not interested to adopt cloud services due to
security issues and risks associated with it. Some secondary limitations like limited
processing power, low storage are mentioned as obstacles for computationally
intensive and storage demanding applications on a mobile platform. The major data
security risks such as data loss, data breach, and data privacy result from the fact that
mobile users’ data is stored and processed in clouds that are located at the service
providers’ end.
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Rest of this chapter is organized as follows: In Sect. 2, we initially describe some
of the architectures of mobile cloud computing proposed by researchers. In Sect. 3,
we discuss the importance of security in mobile cloud computing and the security
aspects that are necessary in MCC. In Sect. 4, we provide a review of the security
frameworks proposed in the literature for authentication, privacy, secure storage, and
secure computing. In Sect. 5, we discuss attacks, risk assessment, and vulnerability
in mobile clouds. Section 6 is the discussion section comparing different techniques.
And, finally, Sect. 7 concludes this chapter.

2 Architecture of Mobile Cloud Computing

Since the demand for smartphones and tablets is constantly increasing, manufac-
turers of these devices are improving the technology and usability of devices. It is
because of handy shape and size, mobile devices are being used to perform most
tasks that a desktop or laptop computer is currently used for. These devices can also
connect to the resources of cloud computing called mobile cloud computing (MCC)
which has increased the challenges due to the security loopholes. Mobile cloud
computing is relatively a new computing paradigm and the basic general idea behind
an architecture of mobile cloud computing involves mobile devices, mobile network,
and cloud servers. Mobile devices access the Internet using wireless network, and
through the Internet communicate with the cloud servers.

Figure 1.1 depicts a general architecture of mobile cloud computing. Though this
is a basic architecture of mobile cloud computing, various other versions of mobile
cloud computing architectures have been proposed based on the applications. Many
of the services available under conventional cloud computing are also available for
mobile computing. These include Data storage as a Service (DaaS), Communication
as a Service (CaaS), Security as a Service (SecaaS), Software as a Service (SaaS),
etc.

One of the main applications of mobile cloud computing already being widely
used is data storage in cloud. Here, authorized users are allocated storage space in
the cloud servers. In this architecture, data files such as images, videos, and other
personal files are uploaded to the cloud server to overcome the storage limitations
in mobile devices and give the flexibility of accessing the files anytime and from
anywhere. Mobile apps like Dropbox, iCloud, SkyDrive, etc. are few such examples.

Another important type of usage or application of mobile cloud computing
is where communication and computation are offloaded to the cloud. Figure 1.2
gives a pictorial representation of the architecture associated with this type of
service/application of MCC. In this architecture, virtual smart phone devices are
setup in the cloud to which the physical devices can connect and offload their
tasks. These are called by different names such as virtual images [3], extended
semi shadow images (ESSI) [11], etc., by different authors but the underlying idea
is the same, i.e., having virtual machines in the cloud server. In this chapter, we
use the term virtual image to describe these virtual machines in the cloud. These
virtual images can be full or partial images. Virtual images are free of any physical
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Fig. 1.1 General architecture of mobile cloud computing

limitations that are synonymous with physical mobile devices such as limited battery
power and limited processing capabilities. Moreover, users can allocate/configure
these virtual images as per requirement. Mobile devices connect to their respective
virtual images in the cloud through the Internet from available wireless networks.
Mobile devices connect to the nearby access points through wireless communication
and access points are connected to cloud servers via the Internet in various ways with
fixed network used at some point in the network. The mobile devices are connected
to virtual images in the cloud using a secure communication channel through the
Internet. The two main operations that result in high battery consumption in a mobile
device are computing and communication tasks. The mobile devices can offload
high CPU consumption tasks to the virtual image in cloud since it possesses more
powerful computing resources and no battery limitation. Similarly, communication
among physical mobile devices is affected by many factors such as mobility, range,
battery power, and other environmental factors. Offloading the communication tasks
to their virtual counter parts in the cloud can help in overcoming these factors since
virtual images are fully connected and do not possess any battery limitations.
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Fig. 1.2 Architecture of mobile cloud computing with virtual images

Olafare et al. [20] performed a research focused on the security challenges and
possible solutions in MCC. They proposed the adoption of applications on the
mobile device which keep a check on amount of information third-party applica-
tions can have access to. In addition, the validity and authenticity of third-party
application needs to be checked before installing. Also, the third-party application
signature or certificate needs to be checked in order to ensure that the updated
version signature matches the original signature of the third-party application. The
authors further discussed MCC models/architectures with security components to
counter attacks. It is also being suggested to use SSL certificate for the security of
communication channel. Without using SSL, it is easy for an attacker to bridge the
data transmission and act as a cloud server to tamper the data. Using SSL, when
the user starts using the cloud services, data sent to the user is an SSL encrypted
data. The key for decryption of the data is sent to the user over a personal email
account. The authors then classified the security threats into three major categories:
mobile device threats, threats to the cloud (cloud computing), and network threats.
For each category of security issues that are related to MCC, the author has designed
a framework/architecture with security components.
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3 Security Aspects of Mobile Cloud Computing

Most of the applications of mobile cloud computing involve exchange of data
with cloud servers which are beyond the control of mobile users. This information
may also include private data of users such as his location, usage details, etc. So
it is very important to protect this user information from adversary. Since cloud
provider is also a third party, it can also be considered as a potential adversary.
The security requirements in MCC may slightly vary with the application but the
basic and mandatory aspects of security in mobile cloud computing would be (1)
authentication, (2) data integrity and confidentiality, and (3) privacy.

Authentication In mobile cloud computing, mobile users utilize the cloud resources
for their storage needs, offloading computation and communication tasks. Since
cloud servers will be used by number of users, there should be an authentication
mechanism between mobile users and the cloud. In another architecture of MCC
mentioned earlier, virtualization is used and virtual images are maintained in the
cloud. This architecture requires added authentication mechanism between virtual
images.

Data Integrity and Confidentiality One of the main applications of cloud computing
is to use cloud resources for storing users’ data. This is one of the major advantages
of mobile cloud computing. Usually, mobile devices have limited storage capacity.
In order to overcome this limitation, files are offloaded to the cloud servers so that
they can be accessed from anywhere and at any time. But the cloud servers are not
in the control of mobile users, and hence, cloud service providers could also be
potential adversary. Therefore, efficient encryption mechanisms must be in place
to preserve the confidentiality and integrity of the files stored in the cloud servers.
Moreover, there should be provision for users to verify the integrity of files at any
instant of time.

Privacy In mobile cloud computing, mobile users constantly communicate with
cloud servers to access their resources. In this process, privacy of the mobile user
needs to be protected from the cloud service provider as well. In some applications
like location-based services using mobile cloud computing, this is more important
as the user location information should be protected from other entities.

4 Security Frameworks for Mobile Cloud Computing

4.1 Authentication Frameworks for Mobile Cloud Computing

A Framework of Authentication in the Cloud for Mobile Users In the paper
[7], the authors address the issue of device authentication in mobile cloud com-
puting using policy based authentication. The proposed scheme uses the implicit
authentication and trustcube. Unlike traditional authentication mechanisms which
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are based on aspects like what you have, what you know, and what you are, implicit
authentication is based on what you do. By this users are identified by their habits,
as opposed to their belongings, memorized data, and biometrics. Implicit authen-
tication can be implemented in various ways like IP address, device profiles, etc.
However, in this scheme, they use implicit authentication based on mobile data such
as calling patterns, short messages (SMS) activity, website accesses, and location
information which is automatically available with the network operators/carriers.
This kind of implicit authentication gives an added security by protecting against
unwanted access from stolen handsets. Implicit authentication is a statistical test and
works based on comparison with threshold values. Based on the observed behavior
of the users with mobile data, probabilistic authentication scores are calculated and
assigned to client devices. The proposed authentication framework compares the
calculated authentic score with the threshold values to verify whether the device is
with legitimate user or not. The threshold value and amount of uncertainty allowed
is dependent on the type of the application.

Figure 1.3 depicts the block diagram of the proposed framework. It has four
main components: (a) client device, (b) data aggregator, (c) authentication engine,
(d) authentication consumer. Client devices are the mobile devices on which the
user performs his daily actions. The data aggregator constantly collects data on
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Fig. 1.3 Main components of the MCC framework and their interactions
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context and action from the client devices. The authentication engine will obtain
this information from data aggregator or from client device directly and the
corresponding authentication policies from authentication consumer. Based on the
results from the authentication engine, the authentication consumer responds to the
clients’ request.

Prior to the authentication process, authentication consumer prepares the list of
access requests that require authentication. A policy is determined for each of the
request and registered with the authentication engine. Each policy consists of at
least three parts: the access request, the information to be collected from the client
devices or data aggregator for this access request, and a policy rule. The policy
rules consist of integrity check rules on the platform and environment, a threshold
value for the authentication score, and the alternate authentication method if the
authentication score is less than a threshold value. After the policy is registered
with the authentication engine, when the authentication consumer receives an access
request, it redirects the request to the authentication engine. Authentication engine
obtains the required client info from the data aggregator or the client itself and
then applies the authentication rule in the policy and determines the authentication
result and sends this back to the authentication consumer. If the authentication result
is successful, the authentication consumer will service the request. The proposed
framework can also be scaled to large number of users by using multiple instances
of authentication service within the cloud on demand.

Feasibility of Deploying Biometric Encryption in MCC In the work [31], Zhao
et al. proposed an authentication framework for mobile cloud environment using
biometric encryption (BE). Biometric encryption is more reliable compared to
conventional security systems based on secret key due to its features that are difficult
to forget, lose, share, and forge. The science of using physiological or behavioral
features of human such as fingerprint, iris, face, signature, voice, etc. to identify him
or her is called biometric identification. Combination of this biometric identification
and cryptography is called biometric encryption. It combines biometrics and secret
key, and they cannot be achieved in the templates stored in the system. Only when
a living biometric feature was proposed to the system, the secret key would be
generated. There are three encryption system models based on biometric encryption.
First is the key release model in which the biometric feature and secret key are
superposed to be the biometric feature template. Secret key is released only when
the biometric feature matches. Second is the key binding model in which biometric
feature and key materials are combined to be the biometric feature templates in
encryption scheme. Third model is the key generation model in which secret key is
extracted directly from the signal instead of from the external input.

The architecture of the proposed framework is depicted in Fig.1.4. In the
proposed framework, a separate cloud authentication center (CAC) is established
to relieve the application server from the burden of analyzing and verifying
requests from users. CAC is assumed to be a trusted party. Initially, BE application
developers register their products in the platform when they are released. This
informs the required parameters, including the category of the application, biometric
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features requested, security level, etc. These applications are downloaded by the
users from app repository in the platform. Before a user can begin using the
applications, a record containing his biometric features must be created on the
platform and this is done through a specific interface. Application accomplishes
this by calling BE module on the mobile device. CAC is the core component for
the architecture. It schedules requests from clients, matches the submitted biometric
data with the original ones, and also manages the biometric feature templates and
secret keys. It makes the authorization for all the applications and users. Overall,
the CAC analyzes the biometric data sent by applications and sends the result to
application servers.

A Framework for Secure Mobile Cloud Computing The authors of this paper
[25] discuss the use of biometric authentication framework to access the cloud.
Biometric authentication supplies a bigger measure of protection and accuracy
compared to other authentication methods with low hardware costs and secure
entry. Biometric is the most effective method to authenticate the users and to
protect them from illegal and unauthorized customers. The preprocessing steps and
algorithms for extracting the features, and matching of the biometrics traits are
discussed in detail. The authentication of fingerprint password is done over web-
based services within cloud computing. The two phases discussed are biometric
authentication framework enrollment and verification. The matching algorithm steps
include comparing the input images with the template images. Template images
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are collected during the enrollment which are then compared with input images
during the recognition phase. This phase decides if the input image and template
image match or not. The authors proposed a novel matching score algorithm for
considering features of biometrics. It is a combination of strong and weak classifiers
which combines the matching scores of each subsystem to find multiple matching
scores which are then sent to the decision phase. In this algorithm, the weak
classifier is called for each iteration in order to generate a weak ranking. The
matching algorithm decides to underline diverse parts of the training data. Hence,
it was concluded that biometric authentication is the most effective authentication
method as the fingerprints are unique.

Middleware Layer for Authenticating Mobile Consumers of Amazon S3 Data
In [18], Lomotey and Deters proposed an authentication framework for mobile
consumers of Amazon Simple Storage Service (Amazon S3) based on middleware
oriented framework called MiLAMob and OAuth 2.0. Usually, to access Amazon
S3, users have to provide credentials such as access key, secret access key, and
a signature which is not very efficient for mobile environment as it contributes
to HTTP traffic in request response architecture. Generating the hash message
authentication code (HMAC) signature in mobile device also contributes to the
computation overhead. Moreover, storing an access key Id, secret access key, and
HMAC signature in mobile device is another security issue since the device can fall
into wrong hands at any moment. The proposed framework overcomes these issues
by introducing a middleware which handles the security and data request issues with
Amazon S3 on behalf of the user. Architecture of the proposed framework shown in
[18] is illustrated in Fig. 1.5.

User Token
repository

Q | '\ Internal Cloud >

User Hrr,
k.

Security
layer

Fig. 1.5 Framework for authentication using middleware-layer for MCC
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The proposed MiLAMob framework contains four major components. They
are (1) mobile platform, (2) middleware, (3) the social networking platform, and
(4) Amazon S3. For mobile platform, the framework advocates usage of mobile
web frameworks approach rather than native approach mainly for the reason that it
allows users to use heterogeneous mobile devices rather than being confined to a
single mobile provider. The middleware is core of MiLAMob framework with three
interfaces connected to mobile participants, social networking cloud, and Amazon
S3. When a user wants to access Amazon S3, he/she first connects to middleware
through publicly available URI. Middleware redirects the user to an authentication
page where the user can chose a preferred authentication method. It could be
either a personal login or through available social media like Facebook login,
Google login, etc. If the user chooses to authenticate using Google credentials,
then he is redirected to Google login page where he enters his id and password.
After successful authentication, the middleware receives the users’ security tokens
and based on that it retrieves the user’s Amazon S3 security credentials from
its repository. The middleware then sends the request over HTTPS to Amazon
S3 authentication system. If the request passes the authentication test, middleware
retrieves the requested object and sends it to the mobile user. In this mechanism, user
only interacts with middleware or social network media and Amazon S3 component
is hidden from the user. Mobile users have no knowledge about Amazon S3 security
tokens. Due to this, unauthorized use of system is prevented to some extent.
Though this middleware component can be hosted on any public domain cloud,
this paper advocates to host it on a private cloud to have full control of security
issues. Incorporating authentication using social network media is the distinguishing
feature of MiLAMob framework and it facilitates business-to-business (B2B) and
business-to-consumer (B2C) support. Thus, by allowing user to authenticate using
personal login or social network media, MiLAMob framework facilitates what is
referred to as hybrid authentication mechanism.

Context Awareness Architecture in MCC Most of the authentication frameworks
try to authenticate the device rather than the actual user and device may be lost
or go into wrong hands very easily. This is an important issue when it comes
to mobile devices. In order to overcome this issue, in [32], Zhou et al. proposed
an authentication framework based on context aware data. Context aware data
includes phone records, calendar, GPS applications, and battery data. Most of
the other implicit authentication frameworks previously proposed take only time
factor into consideration and does not take the periodic activities into consideration.
The proposed context awareness architecture (CAA) in mobile cloud computing
proposed in [32] is illustrated in Fig. 1.6.

The proposed CAA architecture primarily consists of three entities, namely
the mobile client, cloud services, and CAA protocol. The mobile client/device
has context aware data for mobile devices and corresponding protocol as the two
major components. Decision-making device calculates the similarity of users recent
behavior and activities with respect to the context awareness algorithm and then
compares with the data in users characteristics database. It then passes the calculated
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Fig. 1.6 Context aware architecture for authentication in MCC

similarity to the service manager. Service manager is the main component of
this architecture. Based on the results provided by decision-making device, the
service manager decides whether to allow the users to use the resources or to
throw challenges through the Analyzer and Challenger. It also performs the task
for formulating and implementing the new protocol and deciding whether to take
the users frequent activities into users characteristics database. Data received by
Analyzer and Challenger is divided into three kinds: high risk, medium danger, and
low risk. If the received data is completely different from the one in characteristics
database, then it is considered as high risk and the user is asked to enter a PIN code.
If the user fails to enter the correct PIN code, he is denied access to the resources.
In the medium danger condition, the user is asked to enter date of birth or a special
phone number. In the low risk case, the user need not enter any further information
for authentication and this reduces the explicit input of data. The user context data
accepted by service manager as that of correct users is stored in users characteristic
database for future authentication.

Consolidated Identity Management System for Secure MCC Security is the
major obstacle while using the cloud server. In the survey conducted by the authors
[14], it was noticed that more than 66% of the users tend to store personal identi-
fiable information (PII) in unprotected text files, cookies, or applications. Mobile
devices could be lost or stolen and compromised. These facts related to mobile
devices make them attractive targets to obtain unauthorized access by intruders.
In order to support the legitimate access process over the clouds, third-party
identity management systems (IDMs) have been proposed. The access management
systems depend on IDMs for identity generation, authentication, and authorization.
However, IDMs are vulnerable to attacks which lead authors to introduce new
IDM architecture dubbed consolidated IDM (CIDM) which countermeasures these
vulnerabilities. It includes separating the credentials and distributing them over
all the IDMs, adding second layer of authentication by allowing user to respond
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to human-based challenge—response and securing the communication link among
cloud service provider and CIDM. A set of experiments were conducted over
the IDMs and CIDMs and it was observed that the security provided by CIDM
outperforms compared to the security provided by the current IDM systems. Also, it
has less energy and communication overhead compared to the current IDM systems.

Identity Management Protocol for Secure MCC With increase in the use of
mobile cloud computing, there is an increase in number of applications provided
by the SP (service providers) which is causing traffic overload problems. This
needs excessive network maintenance, creating an imbalance between profit and
investment. The increasing number of mobile users has also caused identity
management problems, which according to authors can be solved by using improved
IDM3G protocol along with an additional authentication management protocol. The
requirements for IDs include not just clarity for users, but also support for multiple
IDs and maintaining anonymity and privacy. Interoperability, efficient management,
and certification management are discussed in [22] which are considered to be the
key network issues. The proposed method maintains the mobile operators (MOs)
and constructs a trusted base with cross certification between service providers and
MOs. It depends on public key infrastructure (PKI) to enable mutual dependence-
based communication and ID management by service providers. It uses IDM
which reduces the authentication steps leading to improvement in mobile network
bandwidth and availability. The IDM protocol also maximizes the load balancing
to cope with social engineering attacks and to reduce network cost. It maintains
transparency, confidentiality, and ID management in mobile network. The new
method when compared to existing IDM3G has minimum MOs data throughput
and overall network cost and improved MOs availability in mobile networks.

4.2 Privacy Preserving Security Frameworks for MCC

Security Framework of Group Location-Based MCC Chen et al. [5] proposed
a scheme to preserve the identity of user accessing location-based services. They
proposed a security scheme that uses location-based group scheduling service
called JOIN [16] to address this security problem. The architecture of the proposed
framework [5] is illustrated in Fig. 1.7.

The JOIN system has three main components: (a) mobile devices/mobile users,
(b) JOIN server, and (c) cloud database. JOIN server stores user data, friends
around mobile user, and also handles the authentication of users. On the other hand,
location information, services, and information about devices are stored in cloud
database. Initially, the user gets registered with the JOIN system to start using its
services. The mobile device transmits user identification, password, group name,
and a key (K4) to JOIN server for registration. The key (K 4) is generated by
applying a hash function on the international mobile subscriber identity (/M ST).
(Kg) = HUMSI). The JOIN server stores this information and generates a
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Fig. 1.7 Components of the proposed framework and their interactions

key (Kp) by using hash function on the concatenated string of ID and (Kj).
Kp = H(ID||K4). Kp and group name are then stored on cloud database for user
authentication. When a user wants to use the JOIN services, he logs in using the
ID and password. Then, in order to start an activity, the user transmits K 4, group
name, and location information to JOIN server. Upon receiving this information,
the JOIN server regenerates K }3 by hashing the ID and K4 used by the user.
K ;3 = H(ID|K4). This newly generated key is compared with the Kp stored in
cloud database. Upon successful verification, a request is sent to all other members
of the same group. All the group members respond with their respective K 4, group
name, and location information. JOIN server authenticates each of these users as
mentioned above and generates a list of friends using temporary table and list of
points of interests using the cloud database near the mobile users location. This
information is then encrypted using advanced standard algorithm (E) with initiator
key (Kp). C = Egy(Data) and transmitted to the initiator. The initiator then
computes the key Kp using self ID and K4 and uses that to decrypt (D) the
encrypted data (C), Data = Dk, (C). Thus, in this scheme the identity of user
accessing the location-based system (LBS) is protected by applying hash function
on the /M ST to generate K 4.

In-Device Spatial Cloaking for Mobile User Privacy Assisted by the Cloud In
the paper [28], Wang et al. proposed a framework to protect the privacy of mobile
user in location-based services. The overall architecture of the proposed scheme is
illustrated in Fig. 1.8.

In this scheme, the spatial space is hierarchically decomposed into h levels with
each level having 4" grid cells [1]. The entire system area is represented by the root
at level zero. At each subsequent level, based on each grid cell in the upper level is
subdivided into four child cells. In this scheme, two cells having same parent and
residing in same row are termed as horizontal neighbors (Cy) and two cells having
same parent and present in same column are termed as vertical neighbors (Cy).
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Historical data of each grid cell is maintained by the cloud service provider. When
the mobile client wants to access LBS, it requests for the information on live users
in four child grid cells corresponding to its current grid cell position (C). If it is
less than the threshold (k), the number of live users is calculated according to the
equation:

Sum(S) = Live No of Users in Cc + Live No of Users(Cg||Cy)

where Cc is the number of live users in child grid cell containing the request issuer.

If this sum value is greater than threshold k, the generalized spatial region is
generated based on Cc, and (Cy or Cy) anyone having a live number of user
less than k. If S is less than k, the current grid cell is considered as a generalized
spatial region. If the C¢ containing the request issuer has more than k live users,
Cc becomes the new current cell. The same process is repeated on the new current
cell until the bottom level of grid is reached or the child grid cell is found having
a live number of users less than k. The process of obtaining live users information
from cloud service provider increases the latency and communication overhead. To
reduce these affects, an optimizing cloaked algorithm is also proposed in this paper.
This algorithm uses the historical information of live users in each grid cell stored
in the cloud service provider. User location privacy is protected as the condition
imposed on Cy or Cy provides anonymity to the request issuer’s cell.
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Protecting User Identity with Dynamic Credential and Mobility User identity
verification is a crucial part of overall security of the system. Usually, in cloud
computing identity verification is done using password or digital certificates which
may be hacked by an adversary using some sophisticated techniques. In mobile
environment this is a more serious threat as the mobile devices do not possess
enough resources to run sophisticated security algorithms. In this paper [29], the
authors proposed a dynamic credential generation mechanism for user identity
verification. They propose to create a new kind of credential called dynamic
credential as the identity proof by using the randomness in communication between
cloud and user, like the mobility of the user. This dynamic user credentials change
frequently based on the communication between cloud and the user. According
to the authors, this dynamic credential provides more security than conventional
credential management methods against attackers that can fake or steal the creden-
tial. In the first type of conventional credential management system such as using
passwords to access the cloud, the credential does not change for a long time. So,
if the attacker manages to steal the credential once, he will have access to the data
for a very long time until the credential is changed again by the user. In another
conventional credential management method, user is forced to change the credential
periodically, for example, digital certificates. But even in this, once the attacker
manages to fake or steal the credential, the time span would be long enough to
launch an attack before user is forced to change the credential. On the other hand,
in the proposed scheme, dynamic credential changes constantly based on user-cloud
communications.

According to the proposed scheme, the messages exchanged between user and
cloud are transformed into dynamic secrets. Users dynamic secret (Sy/) is constantly
updated by X OR operation of existing secret and the message (M;) transmitted
Sy = Sy @ M;). Similarly, dynamic secret (Sc) of the cloud is also constantly
updated by X O R operation with the message (M;) transmitted. A packet counter N
is updated with update of dynamic secrets (N = N+1). A mobile user requests for a
new data channel when he wants to start a new communication or when he changes
the base stations. A threshold value denoted as N;jyeshold 1S determined based on
how frequently the user wants to change the credential. Each time the mobile user
requests for new data channel from base station or number of packets exchanged
reached a threshold, dynamic credentials (S) are updated. The dynamic credentials
are updated as S = S @ H(Sy||Sc), where || is the concatenation operation. The
values of Sy, Sc, and N are set to zero. Due to the constant change in credentials
dynamically, the possibility of an attacker recovering user credential and using it
successfully is very less.

Thus, any information loss will deprive the attacker of a valid credential at the
time of launching the attack and this is the main strength of the proposed scheme.
Unreliability of wireless communication with implicit information loss provides
protection against attacker tapping on wireless signals. Similarly, the mobility of the
user provides protection against attacker tapping on base stations as he has to predict
user’s movements and place tapping in every possible base station on user’s path
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which is not practical. Even if the attacker manages to know the dynamic credential
S(t) for all t and performs spoofing or message injection attacks, it would be self-
evident as it causes de-synchronization between user and cloud dynamic credentials.
This scheme is also light weight and does not cause any overhead to mobile clients
as it involves only bit-wise-XOR and hash functions.

Privacy Protection for Mobile Cloud Data Using Network Coding In this paper
[6], the mobile data is collected and analyzed using big data analytics in order to
understand and predict each individual behaviors. This information provides a great
commercial potential for mobile cloud services. However, to keep the collected
individual information secured is a new challenge. The huge computing power of
intruders and the un-trustedness of cloud servers are pronounced to be the primary
reasons of security breach. Using current security techniques has proved loopholes
which will lead to a number of new challenges in protecting mobile privacy. In order
to defend against malicious attackers with huge computing power in outsourced
database (ODB), the authors proposed an unconditionally secure network coding
based pseudonym scheme. The authors did a background study of other privacy
methods, namely location privacy protection and system security model for group
LBS using ODB. Though these methods may seem very effective, the hackers
still have succeeded in breaking the security provided by aforementioned methods.
The international mobile subscriber identity (IMSI) based group security (IGS)
algorithm is further discussed in detail. The privacy analysis gives a solid proof
of how the proposed scheme is unconditionally secure and it can simultaneously
defend against attackers from both outside and inside. The results discussed show
that the proposed network coding not only exhibits better delay performance, but
also provides lower energy consumption compared to other methods.

The authors of this paper suggested an enhanced secure pseudonym scheme to
protect the privacy of mobile cloud data, unconditionally secure lightweight network
coding pseudonym scheme to face the huge computing power challenge, and two-
tier network coding to solve privacy issue of untrusted cloud server issue. The
international mobile subscriber identity (IMSI) based group security(IGS) algorithm
is further discussed in detail. A two-tier coding includes generating Key, for
authenticating a legal customer’s identity, and Keyp (pseudonym) for protecting
customer’s private data. If Key4 is certificated, the server generates Keyp using
Key, as input which then activates the login processor. The general information
flows of privacy preserved LBS are described in this paper. The privacy analysis
gives a solid proof of how the proposed scheme is unconditionally secure and
it can simultaneously defend against attackers from both outside and inside. The
results discussed show that the proposed network coding not only exhibits better
delay performance, but also provides lower energy consumption compared to other
methods.
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4.3 Secure Data Storage Frameworks for MCC

Secure Data Service Mechanism in MCC The secure data service scheme
proposed by Jia et al. [13] outsources data and security management to cloud. In
this scheme, users have the flexibility to move the data and data sharing overhead
to cloud without any information disclosure. Their scheme consists of three main
entities, namely data owner, data sharer, and cloud service provider (C S P). Secure
data service is achieved by using identity based encryption and proxy re-encryption.
Identity based encryption is based on bilinear mapping.

e: G xG; — Gr (1.1)

The above equation defines a bilinear equation having bilinearity, computability,
and non-degeneracy properties. Here, G; and Gr are the multiplicative cyclic
groups with prime order q and g is the generator of G. This scheme uses two
hash functions, which are

Hi : {0, 1} > Gy, (1.2)

H:Gr — G (1.3)

In the proxy re-encryption scheme, a semi-trusted proxy transforms ciphertext
encrypted with owner public key into another ciphertext encrypted with requester
public key.

The proposed scheme consists of six algorithms used in each of the six phases.
The six phases are setup phase, key generation phase, encryption phase, re-
encryption key generation phase, re-encryption phase, and decryption phase. Each
stage is explained below:

Setup Phase—Setup(1*) This is the first stage of the scheme where master secret
key (MSK) and system parameters are generated based on the given security
parameter (A). System parameters (Pyy) include G1, Gr, g, g5» and MSK = s.
The system parameters are public and they are distributed among all users, whereas
the master secret key is kept private and known only to the authority.

Key Generation Phase—KeyGen(IDg, Pyy;, MSK) In this phase, the mobile
users register with the system and obtain a secret key SK. This is generated to
the users based on their identity (/ Do) using M SK and Hj, where (I Dy) is user
identity of the data owner.

SKip, = Hi (IDp)*, where IDo € {0, 1}* (1.4)

Encryption Phase—Encrypt(Pyy, Do, m) In the encryption phase, the data file
F is divided into n chunks as F = (my, my,...m,). Encrypt algorithm is run
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for each chunk m; and M; = (g,,m;.e(g®, H((IDgp)")), where r € Z;; is
generated. Finally, the data owner uploads the encrypted version of the data file
F =M, M, ... M,) to the cloud.

IBE[p,(mi) = (gr, mj.e(g", HI((IDo)")) (1.5)

Re-encryption Key Generation Phase—RK Gen(Pyys, SKp,, Do, IDg) In this
phase, the RKGen algorithm generates re-encryption key RK;p,—jp; which is
transferred to the cloud. Cloud uses it to permit the authorized user to decrypt the
ciphertext using his own secret key. I Dy, is identity of the requester.

RKipy—ipr = (HI(IDp) *, IBEp,(X))whereX € Gt (1.6)

Re-encryption Phase—Reencrypt(Psys, RKip,—1Dg, Cip,). Here, the cipher-
text encrypted using owner public key is transformed into ciphertext encrypted
with requester public key. Using this algorithm, the re-encryption key generated
in the previous stage (RK;p,—1py) and the ciphertext for I Do (Cjp, ) are used to
generate ciphertext for I Dg (Cypy) as follows:

Cipp = (c1, 2, 3);
wherec; = g";

o =mx*e(g", Ha(X));
c3 =IBE[py(X)

(1.7)

Decryption Phase—Decrypt (Psys, SK pg, Cipg) Thisis the final phase of secure
data service scheme, where the cloud server verifies the requester’s re-encryption
key and sends the re-encrypted file. The decrypt algorithm decrypts the ciphertext
Cipy using SK;p, and retrieves the original message m; .

2

; = e 1.8
M e(er, Ha(x) (1.5)

As the transformation of ciphertext has taken place in re-encryption stage, the
requester can decrypt the file without the involvement of the data owner. In this
way, the requester gets the entire file F = (m, ma, ....my).

Efficient and Secure Data Storage Operations for MCC In [34], Zhou and
Huang proposed a privacy preserving cipher policy attribute-based encryption
(PP-CP-ABE) scheme based on bilinear mapping, access tree, and secret shar-
ing scheme. The architecture for the proposed scheme is illustrated in Fig. 1.9.
This scheme mainly consists of five entities, namely data owner (DO), data
requester/receiver (DR), encryption service provider (ESP), decryption service
provider (DSP), and cloud service provider (CSP). The DO and DR store
and retrieve data from cloud, respectively. But, computation intensive tasks like
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Fig. 1.9 System architecture for the secure data storage framework

encryption and decryption operations are outsourced to C S P. When the data owner
wants to upload a file to cloud, ESP encrypts the file without having knowledge
about the security keys, and when the data requester/receiver wants to retrieve the
file, it is decrypted by the DS P without any data contents being revealed to it. The
C S P is used to store encrypted data. This scheme also consists of a trusted authority
(T A) which is responsible for generating and distributing keys among data owners.

Access policy tree is constructed with the help of internal nodes and leaf nodes.
The leaf nodes represent the attributes associated with DO, while internal node
represents the logic gates (e.g., AND or OR). Bilinear mapping function for the
scheme is defined as

e:Gogx Gy— G (1.9)

where Go and G are the two multiplicative cyclic groups with large prime order p.
Pairing also has the bilinearity property:

e(P*, Q") =e(P, Q)*"VP. Q € Gy, Va,b e Z}, (1.10)

This scheme consists of the following phases:

Setup Phase In this phase, the trusted authority (7' A) chooses a bilinear map

e:GoxGyg— G (1.11)
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of prime order p with generator g. T A then randomly selects o, 8 € Z, and
constructs the public parameters P K which is known to everyone and the master
key M K known only to itself. The generation of PK and M K is shown below:

PK = (Gi,g.h=2gP, f =g e(g, )% (1.12)

MK = (B,8") (1.13)

Registration Phase Users need to register with trusted authority 7 A to get private
keys. Trusted authority authenticates the users based on their attributes (S) and
generates a private key to each of the users.

SK={(D=g P vjes:D;=g" H()" D;=g") (1.14)

where r € Z,, S represents user attributes, r; € Zp, and j € S.

Encryption Phase Before the data owner can start outsourcing computation of
encryption, the DO needs to specify the data access tree (DAT). The DAT is
divided into two sub-trees DATpo and DATgsp, where DATpo is D O controlled
data access policy and DATEgp is cloud controlled data access policy.

DAT = DATpo N DATEgsp (1.15)

Here, A represents a logical AND gate and depends on the root node of DAT.
The DATpo normally contains one attribute. The DO randomly creates a one
degree polynomial (g,(x)) and generates secrets s = g,(0), s1 = g»(1), and s» =
qr(2). The DO sends DATEsp and sy to ESP. The ESP runs Encrypt(s1, TEsp)
algorithm to generate temporal cipher (CT') on the basis of received information as
depicted in the following equations:

CTesp = {Vy € Ypsp : Cy = g0, €}, = H(art (y))" ) (1.16)
where Yggp is the set of leaf nodes in Tggp
Qy(o) = {parent(y) * (index(y)) (1.17)
where gro0: (0) = s1 incase of DATEsp and Ygsp represents the set of leaf nodes in
DATEsp, att(y) returns the attributes associated with the leaf node y, and index(y)
returns the unique index associated with each node.
In the meantime, D O completes the encryption process using s and s;.

CTpo = {¥y € Ypo : Cy = g ©, c;, = H(att(y)? ) (1.18)

C = Me(g,g)*,C=h° (1.19)
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where M is a message and e represents the bilinear mapping. DO sends CTpo
C and C to ESP. The ESP generates the ciphertext on the basis of received
information.

CT = {DAT = DATgsp A DATpo; C = Me(g, )*°;
C=h":VyeYpo| JDATespCy = g2©), (1.20)

C, = Har ()"}

Decryption Phase In this phase, the computation required for decrypting is
offloaded to decryption service provider (DS P) by data receiver/requester. Without
revealing private key information, DO blinds the private key with the help of
random number t € Z,,.

Dl =gl(l)l+r))/,3 (121)

SKg={Dg=g'"*™/f VjeS:D; =g H()7 D, =g} (1.22)

DS P uses the blinded key on encrypted file to generate a raw file. DO converts
the raw file into the original file with acceptable processing and storage overhead.
Detailed decryption process can be found in the paper [34].

Secure Cloud Storage for Data Archive of Smart Phones Secure cloud storage
scheme for convenient data archive of smart phones proposed by Hsueh et al. [10]
ensures the security and integrity of mobile users’ files stored on cloud servers.
The architecture of the proposed framework is illustrated in Fig. 1.10. This scheme
mainly consists of four entities, namely mobile device which utilizes cloud services,
certification authority which is responsible for mobile devices authentication,
telecommunication module for generating and tracking mobile device password,
and cloud service provider (CSP). In this paper, the authors assume that the secret
key SK, public key (P K), and session key (SEK) are securely distributed among
all mobile devices, the telecommunication module, and certification authority. The
steps involved in the proposed scheme are explained below:

Registration Stage—Step I The mobile user has to register with the telecommu-
nication module via the certification authority to use the services offered by the
cloud. The registration request from a mobile device to the certificate authority is
represented as:

MD — CA: Epk,;(MU,NO,TK), U,, Ssk,,, (H(MU, NO)),
H(MU, NO), Apply (1.23)
where M U represents the mobile user, N O represents the user’s phone number, T K

is the combination of the phone number (N O) and cloud service password (C P W),
U, is the randomly generated number, H is a standard hash function, Epg,
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represents encryption with the public key (P K) of telecommunication module (TE),
and Ssk,,, is a signature for the mobile user using a cryptographic function on
the passed value and secret key (SK) of the mobile device. Signature is used to
determine the legitimacy of the action and random number is used as proof of
identity of the mobile user.

Registration Stage—Step 2 After receiving the message from the mobile device,
the certification authority validates the authenticity of the message with the help of
received signature. If the message is from a valid user, certification authority sends
the following message to telecommunication module:

CA— TE : Epg,p(MU,NO,TK), Uy, Ssio,(H(MU, NO)), Apply (1.24)

where Sk, is the signature of certification authority using cryptographic function
on the passed value and secret key (SK).

Registration Stage—Step 3 Upon receiving the above mentioned communication
from certification authority, the telecommunication module generates the cloud
service password C PW and transmits it to certification authority to be passed on
to mobile user.

TE — CA:Epgy,y,(MU,NO, Uy, ETg(CPW)) (1.25)

Registration Stage—Step 4 Certification authority switches to pass on the cloud
service password from telecommunication module to mobile device.

CA — MU : Epg,,, (MU, NO, U,, Erg(CPW)) (1.26)
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Registration Stage—Step 5 The received cloud service password (CPW) is
extracted and stored in phone memory to access cloud services.

Upload Stage Uploading data to cloud is a single step process in which mobile user
uploads the data to cloud by encrypting it with session key (SEK).

MU — Cloud : CPW, MU, Esgg(Data), Syy(H(MU||SV||Esgk (Data))
(1.27)
where SEK is the session key, SV is the secret value, and Sy,y is the signature of
the mobile user.

Download Stage—Step 1 In order to download the file, mobile user sends the
required information such as cloud service password, hash function, etc. The cloud
can verify that the source of mobile user is correct using the hash function in the
request.

MU — Cloud : CPW, MU, HMU||SV) (1.28)

Download Stage—Step 2 After verification, the cloud returns the user’s personal
data to the mobile device.

Cloud — MU : Esgx(Data), H(Esgg (Data||SV) (1.29)

The authors also explained the steps involved in synchronization and sharing of
the data using the proposed scheme in [10].

Energy-Efficient Incremental Integrity for Securing Storage in MCC In the
paper [12], Itani et al. addressed the issue of verifying the integrity of the data
files stored in cloud servers. Their idea is to design secure data structures using
the concepts of incremental cryptography and trusted computing which protect user
documents with less energy consumption from mobile clients and also support
dynamic data operations. As incremental cryptography, they proposed to use set
of HMAC functions that supports the incremental update property. This means that
if a message having a MAC value is updated by inserting/deleting a block of data,
the incremental function can securely generate an updated MAC value using only
the inserted/deleted block and old MAC value. According to this scheme, there are
mainly three components: (1) mobile client which makes use of MCC services, (2)
cloud service provider like Amazon, Google, etc. that provides cloud services, and
(3) a trusted third party which sets up a set of secure cryptographic coprocessors
in the cloud. Every coprocessor may be associated with more than one mobile
clients and distributes a secret key (Kg) to each of the mobile clients. The entire
system operation can be described as a three step process. Each of the three steps
are described below:

(1) Initialization Step In this step, if a file F; is being moved to cloud, an
incremental MAC, M AC, is calculated for it using the shared secret key K. This
MAC value M ACF, is stored in mobile client itself and the files are moved to cloud
servers.
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(2) Data Update Step File update can be done mainly using three dynamic
operations: (a) file creation, (b) file block insertion, and (c) file block deletion.
Other file update operations such as block replacement and block movement can
be performed using earlier mentioned insertion and deletion operations. In file
creation operation, to protect the integrity of the newly created file Fg1, MAC
value MACFy,, is computed using the shared secret key Kg. The computed MAC
value is stored locally in mobile client, and the file is transferred to the cloud. In file
block insertion operation when the mobile client requests for the file F; to which
the block update is to be performed, the cloud sends a copy of the file to mobile
client and another one to crypto coprocessor. Upon receiving the file F;, crypto
coprocessor computes the incremental MAC, M AC},’_ for the file and transmits to
the mobile client. Upon receiving the file to be updated F; and M AC }1 from crypto
coprocessor, mobile client verifies the integrity by comparing the received MAC
value with the stored MAC value M ACF,. If the MAC values match, then block
is inserted at the required location in the file and M ACF, is updated by applying
incremental MAC operation on the inserted block only using old MAC value and
the shared secret key Ks. The file block deletion operation is similar to insertion
operation with only difference being MAC updated dependent on deleted block and
the old MAC value.

(3) The Data Verification Step The mobile client can verify its files stored in the
cloud at any time. The key advantage of the proposed scheme is that this integrity
verification can be performed by mobile clients without incurring the overhead of
files download or integrity verification. For integrity verification of collection of
files or whole file system in the cloud, mobile client first sends a request to crypto
coprocessor. Crypto coprocessor then successively retrieves the files from the cloud,
generates their incremental MACs using shared secret key K, and transmits them
to the mobile client. The mobile client then compares the received MACs and stored
MAG:s to verify the integrity of the files.

4.4 Security Frameworks for Computation Using MCC

Securing Authentication and Trusted Migration of Weblets in the Cloud with
Reduced Traffic A mechanism for securing communication among the Weblets
in elastics applications using mobile cloud computing is proposed in [21]. In the
proposed security framework, the authors tried to accomplish three security objec-
tives with respect to elastic applications in MCC. For an elastic application, Weblets
can be running either in mobile device or cloud or in both. The location where
a Weblet is launched is decided by device elasticity manager (DEM) and cloud
elasticity services (CES). Weblets might be migrated from cloud to device or vice
versa based on computation they perform and the application. In some applications,
Weblets launched in cloud and mobile devices may work independently and in other
applications, they might be working in concurrence to accomplish the task based
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on requirement. First is to provide secure migration of Weblets between cloud and
device. Second one is to enable better authentication of the Weblets and the third
objective is to manage the traffic in the communication channel between cloud and
device. The ideas to accomplish the three objectives are discussed below:

Secure Migration of Weblets Using SSH Protocol To ensure secure migration of
Weblets, communication channel between mobile device and cloud is set up using
tunneling mechanism with secure shell protocol (SSH) that employs public/private
key authentication to verify the end nodes. Initially, the firewall of the mobile device
is tunneled by http tunneling at port 80 which is a universally opened port. Next,
communication channel is established between mobile device and cloud using SSH
protocol on port 22 to form the tunnel. Initially, a request is sent from the mobile
device to the cloud to establish the tunnel via Internet. Then the transport layer
protocol authenticates. Transport protocol component of SSH acknowledges mobile
device with the cloud and user authentication protocol part of SSH acknowledges
cloud with device information. After successful verification at both ends, tunnel is
established and connection protocol part of SSH multiplexes it into a logical link.
Figure 1.11 illustrates the proposed secure tunnel establishment between mobile
device and cloud network.

Better Authentication Using SFTP Protocol Weblets are subjected to secure file
transfer protocol (SFTP) to have additional layer of security around it. As part of
this, Weblets are encrypted after entering the tunnel for transmission. Since, SFTP
also works with port 22, another tunneling in the firewall would not be required.
Every Weblet transmission is associated with a user authentication key and host
authentication key. User authentication key in the Weblet is to prove their genuine
mobile location and host authentication key is transmitted to the cloud before Weblet
transmission is started. It ensures that each Weblets reaches their correct cloud
virtual network and it is changed frequently by SSH. SFTP together with SSH
ensures secure migration and authentication of the Weblets.

Internet

Device ‘ ; | : \ Cloud
Elasticity SSH Tunnel Elasticity
Manager A\ ‘ i | f , . Services

19

Mobile Devices

Fig. 1.11 Secure communication channel between mobile device and cloud
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Reducing Traffic in Channel with Back Pressure Technique The authors propose to
use the backpressure technique of fluids in the communication channel to manage
traffic in the communication channel. If the traffic increases, the back pressure
technique backs up the Weblets towards the Weblets’ origin which could be either
mobile device or cloud based on the direction of migration. Once the traffic reduces,
the channel releases the back pressure to transmit the Weblets.

Secure Cloud Framework for Mobile Computing and Communication Using
MobiCloud Huang et al. [11] proposed a new MCC framework which is a new
service oriented model of mobile ad hoc networks (MANET). In this model, each
mobile node is termed as service node which may provide or consume a service.
Service includes sensing services, storage services, or computation services. This
framework is close to the architecture described earlier in the architecture section
where there are virtual images of mobile phones stored in the cloud to offload
some of the tasks performed by physical devices. In this model, these are termed
as extended semi shadow images (ESSI). These could be a partial clone, an exact
clone, or an image of device having extended functionality. The communication
channels between mobile node and ESSI is through a secure connection like SSL,
IPsec, etc. The architecture of MobiCloud as shown in [11] is illustrated in Fig. 1.12.

In this architecture, information flow and data access control are isolated
by creating multiple virtual domains using network virtualization service called
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VTaPD. This is created using programmable routers [17]. MobiCloud Application
Interface (M AI) plays the key role on the server side. It is responsible for the
services used by mobile devices and also provides interfaces for: (a) MobiCloud
Virtual and Provisioning Domain manager (VTaP D) module, (b) resource and
application manager module. All the nodes in a particular VTaP D have the
complete routing information of that particular VTa P D. On the device side, link
between mobile device and cloud services is achieved through software agent. A
single software agent may be running on a mobile device as well as on a cloud
platform also. Under the supervision of application manager, a mobile device can
access multiple cloud services or MANETs with the help of multiple software
agents. Sensor manager is responsible for collection of sensing information such as
battery status, location information, etc. from the mobile nodes and node manager
handles the loading and unloading of software agents on ESSI. Each VTaPD
is associated with multiple software agents that may belong to different ESS/.
The VTaP D manager decides on the intrusion detection and risk management by
collecting sensing information from mobile device. The trust management server
module handles the key management, data access management, and user-centric
identity management.

In this scheme, the authors used the attribute based key management which
uses multiple attributes to identify an entity. When compared with the asymmetric
encryption technique where attributes are considered as public keys and trusted
authority generates the corresponding private keys. Only difference being the private
keys are not generated from large prime number but instead from descriptive
terms. The private keys are securely distributed to mobile devices by the trust
management server module. The attribute based identity management scheme
defines point of network presence (PoN P). The line radiating from the PoN P
shows the relationship of mobile users to various counter parties. Each PoN P
is a combination of type, value, and attributes. The type consists of: (a) identity
issuer, (b) private key issuer, and (c) validation period. The PONP may have multiple
attributes. Each attribute is the combination of type and value. The default PoN P is
associated with each individual having a unique value. The uniqueness is achieved
by applying a publicly known hash function on some uniquely identifiable attribute
of the mobile user (e.g., passport number, email address, or driver license identity).
Multiple PoN P's or attributes are used to define the publicly known native identities
for the device. These identities are used for authentication, authorization, and access
control.

Securing Elastic Applications on Mobile Devices for Cloud Computing As
mentioned in the first section, computation tasks of mobile devices can also be
offloaded to cloud servers to achieve fast processing or save battery consumption,
etc. In this paper, the authors tried to address various security issues associated
with elastic mobile application. Zhang et al. [30] proposed a design for elastic
devices which are resource constrained devices such as mobile phones augmented
with cloud-based functionalities. They proposed framework for elastic applications
that can run efficiently on resource constrained devices by transparently making
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Fig. 1.13 Security framework for elastic computation

use of cloud resources whenever needed. Basically, an elastic application consists
of one or more Weblets, each of which can be launched on a device or cloud or
migrated to cloud based on requirement and also communicate with each other.
They also discussed the security requirements in such a model and proposed security
framework for elastic mobile applications in cloud environment.

Figure 1.13 illustrates the architecture of the proposed security framework in
elastic applications as shown in [30].

On the Device Side Key components on the device side include (1) device elasticity
manager, (2) router, (3) sensing collector. Device elasticity manager (DEM) takes
care of the application launch configuration and run time adjustments. Configuration
includes Weblet location, selection of communication paths, etc. It also maintains a
cost model and optimizer based on which configuration settings of the application
are decided. Router module keeps track of the location of Weblets and makes the
location of Weblets transparent to users. Sensing module maintains the information
regarding device utilization and shares the same with DEM when required.

On Cloud Side In the cloud, we have the cloud elastic service (CES) that consists
of: (a) cloud manager that maintains each Weblets resource utilization details like
memory used, bandwidth consumed, and computation. (b) Application manager that
is responsible for installation and maintenance of elastic application in the cloud.
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(c) Sensing module that monitors failures and resource availability. Resource usage
within cloud node is monitored by the node manager.

In this paper, the authors tried to address various security issues associated
with elastic mobile applications. For each application, the developer calculates the
SHATI value of each Weblet and stores it in Java like application package. Only
authenticated users can install the applications. While installing the application in
device or cloud, the installer re-computes the hash value and compares it with the
stored hash value for integrity verification. A Weblet session key and Weblet session
secret are generated by D E M. The scheme also described the authentication process
among Weblets. During application launch, the keys are distributed to all Weblets
that belong to an application. Initially, the Weblet generates a hash-based message
authentication code (HM AC) using nonce, source Weblet ID, destination Weblet
ID, and Weblet session secret. This along with the original message is sent to the
destination Weblet. Upon receiving the message, destination Weblet recalculates
the HM AC using the received message and own session secret key. This value is
compared with the received HM AC in order to authenticate the Weblet. This paper
also describes the secure process to migrate a Weblet from device to the cloud. When
Weblet migration is required, DEM sends a request to Weblet to stop executing.
The Weblet saves the running state and session secret and returns to D E M which in
turn sends a request to cloud manager using the cloud fabric interface for migration.
Cloud manager allocates resources to migrated Weblet and starts the execution from
last saved state.

SMOC: A Secure Mobile Cloud Computing Platform Mobile offloading is a
new concept that is been used ubiquitously. Hao et al. [8] suggested to run an
operating system of mobile device and arbitrary applications on a cloud-based
virtual machine. It leverages the hardware virtualization functionality on the smart
mobile device. The authors provided two design fundamentals in detail. First sharing
a resource platform so that an application running can freely migrate between the
user’s mobile device and a backend cloud server. A special file system extension
was designed to enable free migration. Second, hardware virtualization technology,
which isolates the data from the local mobile device operating system is used to
protect user data. The authors introduced two client programs of which one is
depicted as input proxy responsible for capturing the user’s input before passing
them to the guest OS and sending it to the VM so that guest OS cannot learn
anything about the user’s input. On the other hand, the guest OS is the location where
app’s output is rendered. Even the compromised VM cannot affect other apps and
data. The user can also delete the compromised VM afterwards. The user response
time can be improved, and the device energy consumption can be reduced if heavy
computational processes can be moved from mobile device to the cloud VM. It also
has security advantages. The platform design is discussed in detail in this paper. In
conclusion, the authors say that they successfully implemented a prototype of the
suggested platform using off-the-shelf hardware. The platform is then observed to
be efficient, practical, and secure.
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5 Attack, Risk Assessment, and Verifiability in Mobile
Clouds

Cyberattack Detection in MCC Using a Deep Learning Approach Mobile
cloud computing (MCC) is an emerging architecture which provides a myriads of
benefits because of which it has become a soft target for cyber threats in the mobile
cloud environment. In this paper [19], the authors proposed a framework with an
advanced detection mechanism developed from deep learning technique. It allows to
detect various attacks with high accuracy. They also have discussed the limitations
of intrusion detection approaches used by other researchers. In the system model
proposed by the authors, when the request is sent from a mobile user to the system,
it goes through attack detection module which has various functions to detect the
attack. Every request is verified carefully by comparing with the current database
and/or sending to security service providers for double-checking. If the request
identified as harmless, it is treated normally, whereas in other case, the request is
treated as malicious and attack defend function works on the request to implement
prompt security policies in order to prevent the spread as well as impacts of this
attack.

The authors explained deep learning model for cyberattack detection and
explained how the learning model detects cyberattacks in the cloud system.
The learning model detects cyberattacks in the cloud system. It consists of two
phases, namely feature analysis and learning process. Different types of malicious
packets may have special features usually discrete from normal requests. These
special features will be used to differentiate the malicious requests from the
normal requests. The deep training is implemented using the set of simple sub-
models which are learned sequentially. The non-linear transformation is used to
obtain sensible set of weights. These training weights decide if the request is
malicious or harmless. The authors discussed dataset collection and evaluation
methods to evaluate the experimental results. It was observed that the proposed
method can achieve high accuracy in detecting cyberattacks, and outperform other
existing machine learning methods. In addition, they have emphasized the stability,
efficiency, flexibility, and robustness of the deep learning model which can be
applied to many mobile cloud applications.

A Stochastic Programming Approach for Risk Management in MCC Mobile
cloud computing (MCC) is an emerging platform because using cloud computing
technology, mobile applications can be performed more efficiently, thereby gener-
ating huge profits for mobile users as well as cloud service providers. Although
there are many security solutions implemented to detect and prevent cyberattacks,
achieving complete security is still nearly impossible. The cyber insurance is an
emerging alternative to address and manage cyber risks. Under cyber insurance
coverage, cloud service provider (CSP) losses will be covered partially or fully
by the cyber insurance provider (IP). However, cyber insurance is not always the
best solution of the variety of attacks and CSP’s limited budget. The authors of
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this paper [9] discuss the advanced risk management strategies to minimize losses
caused by cyberattacks, to select appropriate security solutions, software/hardware
implementation and insurance policies, to deal with different types of attacks. They
developed a dynamic framework based on stochastic programming approach for
the risk management problem in mobile cloud environment. The sole purpose of
the framework is to find the optimal trade-off among security policies, insurance
policies, and countermeasures under uncertainty of cyberattacks and their losses
such that the expected total cost of the cloud service provider is minimized. The
framework suggested consists of two decision stages for CSP. In the first stage,
the CSP has to decide how much it should invest to buy security packages to
prevent cyberattacks and how much it should spend to buy insurance packages to
cover losses caused by the attacks. To address the multi-stage optimization problem
under uncertainty of attacks and a limited budget, the authors adopt the stochastic
programming method to find optimal budget allocation policies for the CSP.

Secure and Verifiable Outsourcing of Exponentiation Operations for MCC
Cloud computing allows the end users to securely access the shared pool of
resources such as computational power and storage. Among all the computation
types, modular exponentiation and scalar multiplication on elliptic curves in finite
group is a widely used cryptosystem. It includes large integers, making it expensive
for mobile phones. Outsourcing the exponentiation operation to cloud server is a
cheap option but not secure. Kai et al. have introduced a secure outsourcing scheme
(ExpSOS) [33] which requires limited number of modular multiplications at local
mobile environment. The procedure depends on secure disguising procedure that
maps the integers in the group which maps into another larger group so that cloud
can carry out the computation in larger group keeping data secure. The end-user can
recover the result back from the result returned by the cloud. The authors assumed
that for the end-user, exponentiation operations are operated in the integer ring
modulo N, where N is not necessarily a prime number. They multiplied N by a
randomly selected large prime p and define L = pN as a part of secure disguising
procedure. Then k was selected suchthat 1 <k < p—1.y =x + kN (mod L) was
computed, where x is input to cloud. It is hard to determine which point x is mapped
to, without the knowledge of k. The algorithm for the ExpSOS protocol under
honest but-curious single-server (HCS) model is discussed in detail in this paper.
They considered secure outsourcing as two building blocks to implement scalar
multiplication, point addition, and point doubling. The ExpSOS is then analyzed
by the authors for the necessary properties of a result verification scheme through
some counterexamples and security complexity analysis is done over it. It was
then concluded that ExpSOS enables end users to outsource the computation of
exponentiation to a single untrusted server at the cost of only a few multiplications
and it can provide different security levels at the cost of different computational
overhead. ExpSOS also provides a secure verification scheme with probability
approximately 1 to ensure that the mobile end users do always receive a valid result.

A Practical, Secure, and Verifiable Cloud Computing for Mobile Systems It
is known that providing data to the cloud service provider in plaintext may lead
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to loss of data privacy. Premnath et al. [24] combined the secure multiparty com-
putation protocol and the garbled circuit design with the cryptographically secure
pseudorandom number generation method, which enables cloud to perform any
arbitrary computation on encrypted data. In this method, with private pseudorandom
bit sequences and Boolean circuit, the servers create garbled circuit. The servers
create the garbled circuit as GC = GC16p GC26p GC3EP. . . ..6pGCn by performing
an XOR operation on the shares obtained by local computations over private
pseudorandom bit sequences and the Boolean circuit of the servers. With the use of
these garbled inputs, another server executes garbled circuit to give garbled outputs.

In this process, the client sets servers and sends desired computation and seed
value to each server. Each server creates a Boolean circuit which corresponds
to the requested computation. Each server generates a private pseudorandom bit
sequence using seed value. Using the semantics for the pair of garbled values,
the client translates these garbled values into plaintext bits to recover the result
of the requested computation. The client checks garbled output for each output
wire matches with garbled values that it computed on its own. The system assures
privacy of the mobile clients’ data. It can enable oblivious evaluation of any arbitrary
function on a third-party cloud server. It was also observed that it requires very little
computation and communication participation from the mobile client to achieve
secure and verifiable computing capability with this method. This method is also
useful to detect a cheating evaluator if it provides output without performing any
computation.

Deep Learning for Secure Mobile Edge Computing Mobile edge computing
(MEC) is the most efficient approach for enabling cloud-computing capabilities over
cellular networks. However, security is increasingly becoming a challenging issue
in MEC-based applications. In this paper [4], the authors proposed a deep-learning-
based model in order to detect security threats and malicious attacks incorporating
the location information into the detection framework. The model uses unsupervised
learning to automate the detection process at the edge of a cellular network. It
includes feature preprocessing engine and malicious application detection engine. In
the feature preprocessing engine, APK files were unpacked and the feature elements
that will be used as the input of the malicious application detection engine were
extracted. The two-dimensional array of bits was created based on which kind
the feature element falls into. The malicious application detection engine includes
first unsupervised pre-training with unlabeled samples and second, supervised fine-
tuning with labeled samples.

The deep learning architecture has a multi-layer stack of modules to compute the
non-linear input—output mapping. The automated learning of the features using a
general-purpose learning algorithm is the key advantage of deep learning. In case of
non-linear and complicated relations between features and malicious applications,
the output layer of the malicious application detection engine was used as the input
of the SoftMax function to represent a categorical distribution. They compared the
performance of the proposed model with four widely adopted machine learning
algorithms, namely Support Vector Machine, Decision Tree, Random Forest, and
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SoftMax Regression. The strengths of the proposed model are discussed in detail.
It was also observed that the size of the training dataset plays an important role in
improving the accuracy of the deep-learning-based detection method. The authors
concluded that on average the accuracy of the proposed deep-learning-based model
is more compared to other four detection methods.

6 Summary and Discussion

Table 1.1 gives a cumulative picture of various security frameworks discussed in
this chapter and the main ideas behind their security mechanism. In addition, we
provide an executive summary and discuss some of the possible research ideas for
future in reference to the work discussed in this chapter.

In [7] proposed by Chow et al., secure authentication is achieved by using
implicit authentication mechanism. Observable user information is collected and
stored on data aggregator after hashing at the mobile client to preserve the privacy
of the users. The authentication engine makes use of this information for implicit
authentication and generates result for authentication consumer. But this requires
frequent application of hash function by the mobile client each time the user related
information is transferred to the data aggregator. This may result in computation
overhead on the mobile device. The proposed idea of using biometric information
along with encryption or secret key for authentication by Zhao et al. in [31] could
be feasible to implement in future as biometric sensors can be accommodated in
the mobile devices. But as of date not many mobile devices are equipped with
biometric sensors to implement the proposed framework. On top of it, there are
certain pitfalls with biometric features as well. They are prone to problems like false
acceptance, nearest impostors attack, change in fingerprint with age, etc. Secure
storage of biometric information is also a challenge. Moreover, biometric science
is still developing and challenges associated with using biometric encryption still
needs an in-depth research. Another authentication framework [32] proposed by
Zhou et al. is similar to the scheme proposed in [7]. But this one could be more
secure than [7] since this considers more parameters like periodic events, spatial
information, and others also while building the context aware data for a particular
user. But in this scheme also the process of updating the context data of the user
in the cloud could cause communication and computation overhead for the devices.
The authors [25] discuss how biometric is the most effective method to authenticate
the users and to protect from illegal and unauthorized customers. However, the
authors have not implemented or simulated the log files based on their scheme.
Also, they need to redesign policies for accessing log record as they will presumably
be utilized to discover unapproved endeavors to get to data by outsiders, the cloud
supplier, or any gatecrashers. In the other authentication framework [18] proposed
by Lomotey el al., the authors propose to use a middleware layer having interface
with social media network to handle authentication with Amazon S3 on behalf of
mobile device. But this scheme again has the drawback of using id and password
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Table 1.1 Cumulative study of the proposed frameworks

Paper title

Authentication in the clouds: a
framework and its application
to mobile users [7]

Feasibility of deploying
biometric encryption in mobile
cloud computing [31]

A framework for secure
mobile cloud computing [25]

The context awareness
architecture in mobile cloud
computing [32]

Consolidated identity
management system for secure
mobile cloud computing [14]

Improved identity
management protocol for
secure mobile cloud
computing [22]
Middleware-layer for
authenticating mobile
consumers of Amazon S3 data
[18]

Securing authentication and
trusted migration of Weblets in
the cloud with reduced traffic
[21]

MobiCloud: building secure
cloud framework for mobile
computing and
communication [11]

Securing elastic applications
on mobile devices for cloud
computing [30]

SMOC: a secure mobile cloud
computing platform [8]

Mobility can help: protect user
identity with dynamic
credential [29]

Security issue addressed

Authentication between
mobile client and cloud

Authentication in mobile
cloud computing

Biometric authentication

Authentication of user in
mobile cloud computing

Securing lost, stolen, or
compromised personal
identifiable information

User ID management and
security problems

Authentication of mobile
consumers for Amazon S3

Secure migration of
Weblets in elastic
application using MCC

Proposed MobiCloud
framework and addressed
relevant security issues

Secure installation,
migration, authentication,
and authorization of
Weblets in elastic
applications

Security against untrusted
applications

Identity protection/privacy
protection

35

Main idea
Implicit authentication

Combination of biometric
identification and secret key
called biometric encryption
Preprocessing steps and
algorithms for extracting the
features and matching the
biometrics trait

Using context aware
computing

Architecture dubbed
consolidated identity
management system (CIDM)
which countermeasures the
vulnerabilities to personal
identifiable information
Using improved IDM3G
protocol along with an
additional authentication
management protocol
MiLaMob framework, social
network media, and hybrid
authentication mechanism

Secure shell protocol, secure
file transfer protocol, and back
pressure technique

Network virtualization service,
attribute based key
management

Hash function for installation,
shared session, and secret keys
for authentication and
migration. Application session
keys and application session
secrets for authorization
Sharing a resource platform
and hardware virtualization
technology

Uses randomness in user-cloud
communication to generate
dynamic credentials

(continued)
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Table 1.1 (continued)

Paper title

Privacy protection for mobile
cloud data: a network coding
approach [6]

A security framework of group
location-based mobile
applications in cloud
computing [5]

In-device spatial cloaking for
mobile user privacy assisted
by the cloud [28]

Efficient and secure data
storage operations for mobile
cloud computing [34]

Secure cloud storage for
convenient data archive of
smart phones [10]

SDSM: a secure data service
mechanism in mobile cloud
computing [13]
Energy-efficient incremental
integrity for securing storage
in mobile cloud computing
[12]

A deep learning approach for
cyberattack detection in
mobile cloud computing [19]

A stochastic programming
approach for risk management
in mobile cloud computing [9]
Secure and verifiable
outsourcing of exponentiation
operations for mobile cloud
computing [33]

A practical, secure, and
verifiable cloud computing for
mobile systems [24]

Deep learning for secure
mobile edge computing [4]

Security issue addressed

Huge computing power
challenge and privacy
issue of untrusted cloud
server

Identity or privacy
protection

Privacy protection

Security of data stored in
cloud

Security and integrity of
data stored in cloud

Secure data storage and
data sharing in cloud

Enables verification of
integrity of files stored in
the cloud

Data integrity, users
confidentiality, service
availability

Software and hardware
implementation and
insurance policies
Secure outsourcing of
exponentiation
operations to one single
untrusted server

Data privacy

Security of mobile edge
computing

C. Vemulapalli et al.

Main idea

Development of unconditionally
secure network coding based
pseudonym scheme

Hash function on IMSI number of
mobile client

Spatial cloaking

Privacy preserving CP-ABE based
on bilinear mapping access policy
tree and secret sharing scheme and
attribute based data storage scheme

Uses the standard cryptographic
functions

Bilinear mapping based identity
based encryption and proxy
re-encryption

Incremental cryptography and
trusted computing

Detect and isolate cyber threats
using advanced detection
mechanism based on deep learning
approach

Stochastic programming approach
to minimize the expected total loss
for the cloud service provider

Secure outsourcing disguising
scheme (ExpSOS) which requires
limited number of modular
multiplications at local mobile
environment

Combination of secure multiparty
computation protocol and the
garbled circuit design with the
cryptographically secure
pseudorandom number generation
Deep-learning (unsupervised
learning) based model to detect
security threats and malicious
attacks using location information
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to initially identify with the middleware. So if the attacker can get the user id and
password through phishing or other social engineering attacks, he can get access
to the user’s social media (if the user uses social media to identify himself to the
middleware) and also the data stored in Amazon S3.

The authors in [14] introduced a new IDM architecture dubbed consolidated
IDM (CIDM) which countermeasures possible vulnerabilities. But the authors have
not investigated the possibilities, consequences, and countermeasures of cloud
provider compromise through, for example, tampered binaries, injected malicious
code, or malicious insiders. Also, the authors have failed to investigate the issue of
inadequate dynamic federation and agile mechanisms in current IDM systems which
is an architectural concern and should be addressed at the design level. The proposed
method in [22] maintains the mobile operators (MO) and constructs a trusted base
with cross certification between service providers and MO. While it depends on
public key infrastructure (PKI) to enable mutual dependence-based communication
and ID management by service providers, the authors have not evaluated the context
of DoS attack which should be conducted continually and additional studies of the
PGP algorithm are needed. In security schemes presented for computation using
MCC, the security scheme proposed in [21] by Panneerselvam et al. is based
on the idea of establishing a tunnel using secure shell protocol and secure file
transfer protocols for secure migration of Weblets from mobile to cloud and vice
versa. Though the scheme is straightforward and feasible, it requires an additional
task of constant monitoring of the tunnel since attackers can use the tunnel to
bypass the firewall on either side. MobiCloud framework proposed by Huang et
al. in [11] is showed to enhance the MANET functionality. But in the proposed
security mechanism the authors did not consider the trustworthiness of the cloud
node. Mobile user information should also be securely stored in the cloud. An
elastic mobile cloud application model was proposed by Zhang et al. in [30]. They
also proposed security framework for the same which includes secure installation,
secure migration of Weblets, authentication between the Weblets and authorization
of Weblets. Though the proposed scheme ensures secure installation, it does not
mention about the security threat to Weblets after installation of Weblet in the cloud.
If an attacker can modify the code of the Weblet in the cloud, then it can result in
configuration change of DEM and CES.

In the security schemes presented for privacy preservation, the security scheme
proposed by Chen et al. [5] to preserve the privacy of LBS users is based on
the idea of using hashed IMSI number. But if the IMSI number is stolen from
the legitimate user, the entire system fails. Another privacy preserving scheme
discussed in this paper was proposed by Xiao et al. [29]. It is based on the concept
of dynamic credentials where the credentials are constantly changed based on
the communication between user and the cloud. But in this scheme, the cloud
which is also a third party is assumed to be trusted entity which is a very strong
assumption. In another privacy preserving scheme, Wang et al. [28] proposed
a privacy preserving framework for location-based services using mobile cloud
computing. But the accuracy of the proposed mechanism is dependent on historical
lower bound of the number of users in each grid cell. This is because it predicts
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number of users in each grid cell based on the historical data that may be wrong
at that instant of time which in turn results in privacy loss. The enhancing secure
pseudonym scheme to protect the privacy of mobile cloud data and unconditionally
secure lightweight network coding pseudonym scheme [6] will face the huge
computing power challenge as well as two-tier network coding challenge to solve
privacy issue of untrusted cloud server.

Coming to the secure storage frameworks, Jia et al. [13] proposed a secure
data storage scheme which is based on proxy re-encryption and identity based
encryption. This scheme is designed to offload most of the security tasks to cloud,
the mobile users have to perform cryptographic operations before uploading file
to cloud which require considerable amount of energy. Moreover, utilizing cloud
resources for all the cryptographic computation may increase the usage charges to
the user. Zhou and Huang [34] also proposed a security framework based on privacy
preserving CP-ABE and attribute based data storage scheme. The underlying CP-
ABE scheme is proven to have linearly increasing ciphertext with increase in
attributes. As the proposed scheme also involves a kind of CP-ABE, it also suffers
from the same drawback. Another work proposed by Hsueh et al. [10] used standard
asymmetric encryption techniques to encrypt the files and then stores them on the
cloud servers. But due to this process, the computation overhead in the mobile
devices increases. The security framework proposed by Itani et al. [12] provides
a way for mobile user to verify the integrity of files stored in the cloud. This scheme
is based on the incremental cryptography and trusted computing. The proposed
security framework is clearly energy efficient mainly for two reasons. First, due
to use of incremental MAC, computation overhead on the mobile client is greatly
reduced as we need not compute the hash value for whole file every time it is
updated. Second, while verifying the integrity of the file(s), the mobile client just
need to compare MAC values as the task of computing MAC value for file(s) is
done by crypto coprocessor. But the proposed scheme only provides a way to verify
the integrity of the file stored in the cloud. It does not protect the files from being
modified or unauthorized access, as files are directly moved to cloud and in cloud
computing environment, cloud service provider is also a third party and can be a
potential adversary.

The authors in [19] proposed a deep learning model for cyberattack detection
but have not implemented on real devices and evaluated the accuracy of the model
on the real time basis. Also, they have not evaluated the energy consumption and
detection time of the deep learning model and compared with other methods.
The authors of this paper [9] discuss the advanced risk management strategies to
minimize losses caused by cyberattacks to select appropriate security solutions,
software/hardware implementation, and insurance policies to deal with different
types of attacks. However, they have not studied the relation between security and
insurance providers through bundling strategies and matching theory. In addition,
they agree that they have not investigated the relation between a direct loss and
its indirect losses. The paper [33] suggested ExpSOS scheme with the security
parameter, which is cost-aware in that it can provide different security levels at the
cost of different computational overhead. Hence, it is difficult to provide the cost of
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entire process beforehand. The authors [24] suggested to use private pseudorandom
bit sequences and Boolean circuit that the servers use to create garbled circuit.
This method preserves the privacy of the client data even if the evaluating server
colludes with all but one of the cloud servers that participated in the creation of
the garbled circuit. In this paper [4], the authors proposed a deep-learning-based
model in order to detect security threats and malicious attacks incorporating the
location information into the detection framework. However, the critical challenge
is handling streaming and fast-moving input data and to use these data to train the
deep-learning-based model.

Mobile cloud computing is inherited from cloud computing and hence many
of the security issues in cloud computing also exist in mobile cloud computing.
MCC also has an added constraint of limited computational resources at the mobile
device end that needs to be considered while designing the security frameworks.
Hence, some of the security frameworks that work well with cloud computing
may not be applicable to MCC. Lightweight frameworks are needed for mobile
cloud computing. All the frameworks we discussed in this chapter perform the CPU
intensive tasks in the cloud to avoid overhead in the mobile devices. Cryptographic
functions like hashing, other high computation tasks are designed to be offloaded
to the cloud. Cloud services are mostly charged based on usage so this concept of
offload computation tasks actually becomes a trade-off between energy saved at the
device side and expenses paid for the cloud usage.

7 Conclusion

Mobile cloud computing (MCC) provides mobile users with a rich resource
functionality despite the restricted resources in their mobile devices. In this chapter,
initially, we discussed the importance of different mobile cloud computing frame-
works and their implicit advantages. Next, we described the key architectures of the
mobile cloud computing, and key aspects of security in mobile cloud computing
environment. Next, we reviewed some of the security frameworks proposed for
mobile cloud computing. Privacy is a significant challenge in using mobile cloud-
based services, particularly when processing mobile users’ data or applications
and when shifting them from mobile devices to heterogeneous distributed cloud
servers located at multiple locations. Thus, next, privacy issues and some solutions
in mobile cloud computing domain have been discussed. We also discussed
secure storage for mobile cloud as well as secure computing ideas for mobile
cloud computing. Later, we provided a discussion section where after providing a
summary, we contrasted different schemes and compared them with possible future
work. Thus, this chapter will serve as a good review of the security work in MCC
for those who are targeting research and building applications in this area.
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Chapter 2 ®)
An Investigation Study of Privacy oo
Preserving in Cloud Computing

Environment

Ahmed M. Manasrah, M. A. Shannaq, and M. A. Nasir

Abstract Cloud computing allows users with limited resources to farm out their
data to the cloud for computation, bandwidth, storage, and services on a pay-per-
use basis. Consequently, researchers worldwide are trying to address issues related
to the user’s data privacy through proposing various methods such as outsourcing
data in an encrypted form. However, encrypting data will conceal the relationships
between data. Moreover, due to the voluminous data at the data centers, designing an
efficient and reliable online-encrypted text-based searching scheme is challenging.
Therefore, this paper surveys the state of the art on the data privacy preserving over
the cloud through analyzing and discussing the various privacy-preserving methods
that were proposed to sustain the privacy of the user’s data. The pros and cons of the
surveyed approaches are drawn in comparison with each other. Finally, the results
are consolidated and the issues to be addressed in the future are concluded for the
advancements in cloud data privacy preserving.

Keywords Cloud computing - Cloud storage - Privacy preserving

1 Introduction

The establishment of cloud has brought tremendous benefits to users and enterprises.
The idea behind the establishment of the cloud is to allocate ubiquitous, on-demand
access to processing resources and data storage to computers and other devices to
store and process their data at a third-party data centers that might be located outside
their premises. The allocated on-demand resources can be invoked and revoked with
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Fig. 2.1 Cloud component, typically Infrastructure as a Service (IaaS), Software as a Service
(SaaS) or Platform as a Service (PaaS) [1]

minimal administration efforts. The shared resources aim to provide coherence and
economy of scale, such as the utilities over the networks (electricity, gas, water,
etc.). Therefore, companies and enterprises can avoid different infrastructure costs
and focus more on their business and productivity.

A cloud provider (or cloud service providers or CSPs) offers some cloud
computing components (see Fig. 2.1) on a “pay as you go or pay per use” basis.
This may lead to high charges if the cloud-pricing model is not well adapted by the
administrators.

With the constant growth in demand for cloud computing, the cloud provider
might not meet the different organizations legal need while they need to contemplate
the benefits of using the cloud against its risks. For instance, the control of the
back-end infrastructure is limited only to the CSP. Moreover, CSPs often decide
on the usage and management policies, which might abate the cloud user’s ability
over their deployment. Cloud users are also restricted with certain control and
management policies of their applications, data and services, such as allocating
certain amount of bandwidth for each customer and are often shared among other
cloud users. Cloud computing involves constraints that make the progress in cloud
computing services challenging; these constraints are consolidated in Table 2.1.

The reliance of the cloud computing usage by organizations and users has
taken a long time since the time cloud computing came into existence. The reason
behind this delay in adopting cloud computing is the security concerns because
IT security is challenging even under the best of circumstances. Typically, the
cloud environments are likely to have strong security measures deployed at their
infrastructures. However, companies and organizations are of more concern of
security at the CSP.

The CSP might not be able to meet the regulatory requirement of a company or
organization. For instance, a law that allows the government to get at the data in
secret is a demotivating factor for foreign companies to store their data inside such
countries. Other countries may have even more rigorous government-access rules.



2 An Investigation Study of Privacy Preserving in Cloud Computing Environment 45

Table 2.1 Cloud computing constraints and challenges

Constraint/Challenge | Description

Naming When the customers and the cloud service providers, using different

heterogeneity names to identify attributes

Multi-occupancy Allows multi-occupants to have an isolated environment for each one in
terms of (CPU, memory, and network) in the same physical machine

Virtualization Allows multi-occupants to execute their applications on the same
physical environment, but separately

Forward secrecy Old security keys cannot be accessed by any group member

Backward secrecy Future generated keys should not be accessible to previous group
members hence, cloud data is only accessible to privileged users

Searchable Encrypted cloud data should be searchable without decrypting the data

encryption neither the query and the returned records satisty the search query

Typically, in the cloud environment, the data are processed or stored at data centers
that are located far away from the organization city or country. Therefore, losing
the control of the data is a security risk to most of the world organizations because
in this case, someone else is controlling the data (i.e., the CSP). The concern is
even amplified with free CSPs especially that SCPs can delete the outsourced data
if they believe that the data violating some service terms [2—4]. Even though the
demand for cloud computing is increasing, the concerns about users’ data privacy
are also increasing and formidable. Therefore, another set of issues concerning the
advances in the field of privacy preserving for users’ identity and their data also
exists and acts as a barrier in this regard as shown in Table 2.2. Unfortunately,
providing and preserving data privacy in the cloud have not been fully developed
yet, and still require extra efforts in order to achieve successful results. Therefore,
addressing all these issues could assist in designing novel privacy-preserving
searching mechanisms over encrypted cloud data that are secure against intruders
or attackers. Such designs could be a mark of success in the preservation of privacy
in Cloud Computing.

In this paper, the issues related to cloud data privacy preserving are addressed.
Various existing approaches related to data encryption concerning cloud data
privacy preserving are discussed. After studying the existing approaches, issues and
challenges are pointed out. To the best of our knowledge, this is the first survey
that shortlist the issues and challenges of users and data privacy preserving over the
cloud along the various possible solutions for the future researches.

2 Privacy-Preserving Methods

Various efforts have been made to address the preservation of data privacy over the
cloud. This paper analyzes some of those efforts and provides a brief overview to
the most known approaches in the field. This paper therefore classifies the privacy-
preserving approaches in cloud computing into five broad categories as illustrated
in Fig. 2.2.
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Table 2.2 Privacy-preserving issues and challenges

Issue
Insufficient control

Lack of training and expertise

Information disclosure

Unauthorized storage/usage

Uncontrolled data
proliferation

Dynamic provision

Data accessibility, transfer
and retention [5]

Location of data

Data security and disclosure
of breaches

Addressing transborder data
flow restriction [6]

Challenge

The data are stored and processed in the cloud out of the data
owner control

The constant change and complexity of the cloud environments
forces the data owners to provide special expertise to manage the
different cloud technologies. Therefore, recruiting and training
talents are the barriers against implementing cloud strategies
Since sensitive information and user’s data move across the
cloud, does the CSPs disclose any information to governments
Backups should not reveal neither it is possible to access and
retrieve Sensitive information should not be accessed or revealed
from Backups

The data flow in the cloud should not be predictable neither
controllable

The dynamic nature of the cloud should always keep the privacy
of the data and their owners unclear, even for a legally
responsible entity

How the data on cloud are being accessed, destructed and by
whom?

The physical location of the storage servers may have legal
implications (such as Jurisdiction issues)

How the customer’s data being protected by the CSPs. Does the
CSP alert customers when cloud security is breached?

Does the CSP adopt an international regulatory and compliance
laws and rules? How the data protection across different
regulatory and legal jurisdictions is maintained?

| Privacy Preserving techniques in the Cloud |
‘ 1 A 4 A l
Query Integrity Data Partitioning Truste_d Sear_c hable Access Control
H . Computing Encryption based .
based Techniques based Techniques . . based Techniques
Techniques Techniques

Fig. 2.2 Categories of privacy-preserving techniques in cloud computing

The following subsections examine most of the known cloud-based privacy-
preserving methodologies and analyze these methodologies in terms of their pros
and cons in comparison with each other.
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3 Searchable Encryption-Based Techniques

Generally, IT managers and even individuals are likely to be cautious of delegating
the control of their data to outside service providers because information stored at a
third party may have weaker privacy protections than information in the possession
of the creator of the information. Moreover, the outside provider has the right to
change their underlying technology without their customer’s consent, which may
cause issues related to performance, and latency [4, 7]. Traditionally, data privacy is
preserved by cryptographic primitives by the side of unique and secure identities for
the queries and their responses jointly with usage/access rights policies. However,
searching over the encrypted data is a formidable mission. Moreover, users normally
lose control over their encrypted outsourced data in a tradeoff relation to their
security and privacy preservation of the outsourced data. However, considering the
diverse types of data that can be stored in the cloud and the user’s demand for the
data safety, preserving the data privacy in the cloud becomes even more challenging
[8].

For instance, looking for certain data that are stored in an encrypted form in
the cloud, one may need to download all encrypted data, and then decrypts and
searches them. However, it is not efficient neither convenient especially with huge
encrypted data or a resource constraint devices. Alternatively, the user may require
sending his private key to the cloud server to perform the decryption and searching
procedures on his behalf. However, sending the private key to the cloud server may
cause serious issues with data files integrity and secrecy [9—13]. Therefore, to ensure
the privacy of the outsourced data, different searchable encryption-based systems
have been proposed. These searchable encryption-based systems entail encrypting
the data by the data owner before outsourcing it to the cloud with the ability to
search and retrieve relevant data through a keyword search or ranked keyword
search techniques. These searchable encryption schemes can be divided into three
categories: Symmetric-key based techniques, Fuzzy-searchable based techniques,
and Public-key based techniques as portrayed in Fig. 2.3.

Searchable Encryption based Techniques

¢ } !

Symmetric Key Fuzzy-searchable Public key based
Based Techniques based Techniques Techniques

Fig. 2.3 Taxonomy of searchable encryption-based techniques
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3.1 Symmetric-Key Based Techniques

The symmetric-key encryption system allows a data owner to outsource his data,
encrypted with a symmetric encryption-based techniques (i.e., stream cipher), to un-
trusted locations over the cloud. The encrypted outsourced data are still searchable
for relevant files by means of a trapdoor (i.e., a keyword) that is generated via the
data owner private key. The generated trapdoor will be transferred to the server to
search for a matched encrypted data with the trapdoor. In this regards, Song, Wagner
[14] introduced an encryption and a searching technique over encrypted data
with sequential scanning. The authors construct a special two-layered encryption
technique that allows searching over cipher-texts without disclosing any sensitive
information to the server. The authors proposed to encrypt each word separately
assuming that each word has the same length, and then compute the bitwise
exclusive or (XOR) with a special sequence of pseudorandom bits inside the plain
text. To carry out the search, the data owner must create a private key (k;) that is
corresponded to the locations of the searched word (W;). The generated private key
is then XORed with the cipher-text (C; & W;) to extract a corresponding structure
that is in the form (s, Fy;(s)) where (s) is some pseudorandom sequence values
generated using some stream cipher, and Fy;(s) is a pseudorandom function. In
this technique, the complexity of encrypting the data and searching for a specific
keyword over the encrypted data increases at most linearly with the size of the
files collection and the data length. For instance, for a document of length (n)
words, the encryption and the searching algorithms require O(n) stream and block
cipher operations. However, the proposed technique leaks important information
about the documents using any statistical techniques. To handle the variable length
words, Goh [15] developed a semantic secure indexes model to prevent leaking any
sensitive or statistical information of the outsourced documents against adaptive
chosen keyword attacks. The proposed model constructs an index for each document
based on pseudo-random functions used as hash functions, and Bloom filters (BF)
as a document word index. The word in this model is represented in an index by a
codeword for each document which is derived through applying the pseudorandom
function once with the word as input and another with a unique document identifier.
The non-standard use of the pseudorandom function is to prevent correlation attacks.
To search over encrypted documents for the word (y), the user should compute the
trapdoor Ty < Trapdoor (Kpiv, Ip;) for the word (y), where (Kpry) is the master
private key, (Dj) is a unique document identifier, and Ip, is the index for each
document (D;). The trapdoor (Ty) is then send to the server where the encrypted
documents and the corresponding BF index Ip, = (D;, BF) existed. The server tests
for a match with the documents through the function SearchIndex (Ty, Ip,). The BF
is represented as an array of bits initially set to 0, and a set of hash functions to mark
a set element as 1 of some array positions. To verify if an element belongs to the BF
array, the hash values for this element are computed to identify the corresponding
array positions. If any of the bits at these positions is 0, then the element is not in
the set. This technique provides O (1) search time complexity per document and
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can handle variable length words. However, this scheme only supports exact match
queries.

Similarly, Chang and Mitzenmacher [16] built a dictionary-based keyword index
for each document based on pseudo-random functions. The authors aim to mask
a dictionary keyword index for each file using pseudo-random bits to be kept at a
remote server. On the other hand, the users can easily retrieve certain files using a
short seed that enables the server to unmask selective parts of the index. For each
file, an index is created as a set of linked lists, each linked list is associated with a
list of keywords in the dictionary of the corresponding file. Initially, all values are
set to 0, then if the document m; contains the keyword w;, its index position I;[P(i)]
is set to 1. The users compute a secrete value r; using a mapping function F where,
ri=F,(i),i€e [24]. For each document, a masking index string M; is created through
a document mapping function G, such that M;[i] = Ii[i] ® G,;(j). The documents
are then encrypted using an encryption algorithm and the encrypted documents are
outsourced to the cloud along with the corresponding index mask string M;. Two
secrets keys (s) and (r) along with the dictionary are kept at the user’s device. Since
the authors presume that the data owners are using mobile devices with limited
bandwidth and storage space, their solution incur minimum overhead in terms of
bandwidth and storage. The search time for this approach is O(n/p), where (n) is
the size of the documents collection and (p) is the number of cores. However, this
scheme supports an exact single keyword match queries.

To improve the efficiency and the security to a higher degree compared to
the previous schemes and to support multi-user environments, Curtmola, Garay
[17] proposed a searchable broadcast encryption scheme. The proposed searchable
symmetric encryption (SSE-1 and SSE-2) is based on an index per document.
The user that owns the data can grant/revoke privileges to authorized users to
access/query the outsourced data. In this schema, the proposed index has an array
that holds a collection of linked list for documents identifier containing a keyword
D(w;) in an encrypted form and a look-up table to trace and decrypt the first elements
of each list in the array. The nodes of the linked list Z; are the document identifiers
D(w;) that contain the keyword w;. The array locations are the nodes of all L;in a
scrambled way. The lookup table (T) entries on the other hand are the keywords w;
index in the array and the decryption key of the first element in L;. Both the array and
the lookup table are encrypted and kept at the server along with the encrypted files.
However, if a position in the array is known along with first node encryption key,
one can trace and decrypt the other nodes of L; which correspond to the document
identifiers D(w;). In this schema, the server complexity is constant per document
with the searched word, and the overall complexity for each query is proportional
to the number of documents that have the searched single word. The computation
and the storage complexity at the user side is O(1) and the search time for the server
is optimal, but the update of the index is inefficient. Similarly, Chase and Kamara
[18] considered stronger security definitions to produce schema that is efficient,
associative, and adaptively secure in structured data. The authors of this schema
proposed an encryption model for structured data like social networks, images,
maps, location information, etc. and, at the same time, the proposed structured
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data can be privately queried. The focus of this scheme is to build a structured
encryption algorithm that is searchable using specific query token if the secrete
key is known. The structured data encryption algorithm operates over a labeled
data that has a label (L) and a sequence of data items (m) (i.e., connecting a set
of keywords to each data item). For each keyword (w), an array is initiated to
hold a pointer j from the pseudo-random permutation set Gg(L(w)) and the semi-
private item v;. In this schema, the dictionary was implemented based on hash
tables which makes this schema yields an optimal search time O(|I|). However, the
encrypted index can be very large. Similarly, van Liesdonk et al. [19] proposed
a schema to deal with adaptive security based on one index per keyword to
support efficient search and updates of the documents stored at a CSP server. Their
proposed scheme converts each distinct keyword into a searchable representation
of the form Sw = (fxr(w), m(Iy), R(w)) that can be tracked by the trapdoor Ty, =
(fkf (w),R (w)) with the ability to efficiently update the searchable representation
whenever needed. fi ; (w) is a pseudorandom function that identifies Sw, m(l,,) is a
masking function for the collection of documents IDs that contains the keyword
(w), R(w) and R/(w) are the associated unmasking functions. In case fi,(w) is
found, the server sends back the encrypted data items with the matched IDs in 1,
to the client. Even though this schema uses only a simple primitive like pseudo-
random functions, but it still obliges for two rounds of communication to generate,
update the index, and to search for the documents. Finally, the proposed schema
may produce a very large encrypted index. Kurosawa and Ohtaki [20] proposed a
schema that is slightly stronger than Curtmola et al. [17]. They proposed a verifiable
searchable symmetric encryption scheme that is universally composable (i.e.,
Protocols security is preserved even if arbitrarily composed with other instances of
the same or other protocols) [21] and reliable against active adversaries or malicious
servers. They address the issue of an active adversary who might forge the encrypted
files to make the retrieving of the files incorrect. The proposed schema is translated
to a client/server protocol. The protocol has two phases: (1) the store phase which
is executed once by the client to compute (I, C) < Enc(Gen(lk),D, W), where 1
is an encrypted index of the keywords W, C is the encrypted documents D, and
the Gen(1¥) is the secrete key. (2) The search phase which is executed many times
by the server to compute (C(w), Tag) < Search(I, C, Trpdr(K, w)), where C(w) is
a ciphertext of D, #(w) <« Trpdr(K,w) is a trapdoor generated by the client in
response to a keyword w query and Tag is MAC(K, m) a tag generation algorithm
for a message m encrypted using the key K. If the client receives (C (W), Tag)
from the server, the client verifies the validity of the received Tags the Tag
Accept/Reject <— Verify (K , Trpdr (K, w) , C(w), Tag). The client decrypts the
files if the verification functions returns accept. The proposed scheme consists of
six polynomial time algorithms and requires a linear searching time, but supports
only single-keyword search.

None of the previous schemes is explicitly dynamic with the ability to add, delete,
and update files efficiently. Therefore, Kamara and Papamanthou [22] proposed
to extend the inverted index approach proposed in Curtmola and Garay [17] and
construct a new sublinear-time schema that is secure against adaptive chosen
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keyword attacks. The proposed schema has reduced index sizes with the ability
to add/delete files efficiently. Therefore, they added three extra encrypted data
structure, namely search array, search table (i.e., dictionary), and a deletion array
that can be used by the server to monitor the search array positions in case of
an update. They used a homomorphic encryption scheme to encrypt the node’s
pointers. To modify the pointer without ever having to decrypt the node, they used
a private-key encryption scheme which consists of XORing the message with two
pseudo-random functions. Finally, they added a free list that can be used by the
server to determine the free locations to add new files. The proposed dynamic
index-based schemes are a tuple of nine polynomial-time algorithms. The client
generates a secret key K < Gen(1¥) to be used for the files (D) encryption to
produce an encrypted index I and a sequence of ciphertexts C (I,C) <« (K, D).
In order for the client to search for a keyword, the client builds a search token
15 < SrchToken(K, w). The client can also request to add or delete a file (f) through
generating add (t,, Cr) < AddToken(K, f) or delete t, < DelToken(K, f) tokens.
The clients also can issue a search request I, <— Search(l, C, t5) with the encrypted
index I, a sequence of ciphertexts C and a search token Tt to retrieve a sequence of
files identifiers I, C C. In this schema, the searching time for the server is linear (by
using a hash table) which is optimal, but this approach is very complex and difficult
to implement.

Moreover, the search procedure cannot be parallelized on the server because
they represent a T-set as a linked list. As a result, Kamara and Papamanthou
[23] improved the efficiency further through proposing a new dynamic and highly
parallelizable sub-linear searchable symmetric encryption scheme based on the
multi-core architectures. In this schema, they used a new tree-based multi-map
data structure which they call a keyword red-black tree (KRB). The KRB tree is a
dynamic data structure that is similar to an inverted index but can be used to answer
multi-map queries efficiently. The KRB allows both keyword-based search and file-
based search operations. This schema is useful for handling updates efficiently. The
parallel search is executed similar to the binary trees, where the first processor
searches for a specific keyword at the root of the tree. The tree will be divided
into two sub-trees, the first processor continues with one sub-tree while another
processor is assigned to the other sub-tree. The set of keywords are kept in a
keyword hash table as a tuple (key, value) with a key of exponential size and the
value is an encryption of a Boolean value. This approach yields very efficient
schemes in less than the optimal sequential search time, and allows efficient updates,
but this scheme is designed only for single keyword Boolean search, that means
whether or not the keyword exists. A complete comparison of all the schemes can
be found in Table 2.3 and Table 2.4.

Although these searchable symmetric encryption techniques allow a user to
search securely over encrypted data through keywords, the main disadvantage with
these techniques is that they support only exact keyword searches. Consequently,
this reduces the system efficiency because the search complexity will be the number
of distinct keywords in the document collection. Another approach to solve such
problems are the Fuzzy-Searchable Encryption based systems.
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Table 2.3 Comparison of several symmetric-key encryption schemes

Scheme
Song et al. [14]
Goh [15]

Chang and Mitzenmacher [16]

Curtmola et al. [17]

van Liesdonk et al. [19]
Chase and Kamara [18]
Kurosawa and Ohtaki [20]
Kamara et al. [22]

Kamara and Papamanthou [23]

Dynamism
Static
Dynamic
Static
Static
Dynamic
Static
Static
Dynamic
Dynamic

Search time Index size
O(n/p) N/A
O(n/p) O()

O(n) O(mn)
O(r) O(m + n)
O(r) O(mn)
O(r) O(mn)
O(n) O(mn)
O(r) O(m + n)
O((r/p) log n) O(mn)

Where n is the size of the document collection, r the number of documents containing keyword w,
m the size of the keywords space, and p the number of cores

Table 2.4 Comparison of several symmetric-key encryption schemes

Scheme Description

Main drawbacks

Song et al. [14] A technique for searching in encrypted data | It leaks important
with sequential scanning by using a special information about the
two-layered encryption construct that allows | documents using statistical
searching the cipher-texts

techniques, and only works
with words of the same

length
Goh [15] An efficient secure index construction based | Supports only exact match
on pseudo-random functions and Bloom filters| queries
Chang and A dictionary-based keyword index for each Supports only exact match
Mitzenmacher document based on pseudo-random functions | queries
[16]
Curtmola et al. A solution for the multi-user problem based | Updates to the index are
[17] on broadcast encryption inefficient
Kamara et al. [22] | An efficient, associative, and adaptively The encrypted index can be

secure schema based on creating a model for | very large

structured data

van Liesdonk et | Two schemes based on one index per keyword | The encrypted index can be

al. [19] to support efficient search and updates of the | very large
database
Kurosawa and A verifiable searchable symmetric encryption | Supports only
Ohtaki [20] scheme that is universally composable single-keyword search
Kamara et al. [22] | A new schema that achieves the properties Complex and difficult to
based on the inverted index approach [17] implement
Kamara and A new dynamic and sub-linear searchable Single keyword Boolean

Papamanthou [23] | symmetric encryption scheme that is highly | search

parallelizable based on the multi-core
architectures
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3.2 Fuzzy-Searchable Encryption

Fuzzy keyword search returns the matching files to the users’ searching inputs
that even matched exactly to a set of predefined keywords or the closest possible
matching files based on keyword similarity semantics, because fuzzy keyword
search can tolerate minor typos and formatting inconsistencies [24]. In this regards,
Adjed;j et al. [25] described a way to solve the issue of preserving privacy in a
biometric identification system using a fuzzy search scheme. They used symmetric
searchable encryption (SSE) which allows a client to encrypt the data in such a
way that these data can still be searched to achieve reasonable computational costs
for each identification request. In this schema, they combined SSE and locality-
sensitive hashing (LSH). The main purpose of using LSH is to make outputs the
same result for near points and a different result for distant points by using a
matching algorithm which computes a similarity score between the two points. By
using SSE architecture, the secret keys are stored on the client side but not on the
database side (i.e., server side stores the encrypted data without secret keys). This
will ensure the privacy of the stored data, but it is unsuitable for many applications,
such as when data are frequently updated or streaming.

In an attempt to tolerate minor typos and formatting inconsistencies, Li et al. [24]
realized that depending on a spell checker mechanism does not address the problem
(i.e., mistyped words or two valid words typed interchangeably) due to the extra
communication cost with the users to identify the correct words. Therefore, they
proposed the first solution for effective fuzzy keyword search over encrypted cloud
data. They constructed a wildcard-based fuzzy set Sy, 4 = {S{Ul_,o, S:u,-, T Sl/m’ d}
with edit distance d for each keyword w; € W before building the index. The
Sy, denotes the set of words w; with 7 wildcards representing the edit operations
on w; € W. This technique can deal with minor typo errors when users type in
query keywords through using the edit distance to quantify keyword similarity
through semantic keyword with edit distance d = 1 from w;. That is, all the

words that are satisfying the similarity criteria ed (wi, W;) < d are listed. The

index { ({TW;} W{ € Sw;,d4, Enc (sk, FIDy, le)) } wi € W with the set of encrypted

files IDs (FIDy,) that contain the keyword w; is built and a trapdoor set {ng} is

computed for each wordw’ € Sy, 4. The index and the encrypted files are then
outsourced to the cloud server for storage. The secret key sk is shared between the
data owner and authorized users. To search for a keyword w with a private key k, the

authorized user computes the trapdoor set {ng} w’ € Sy x and send to the server.
The server then compares the request with thelindex table and returns all possible
encrypted file identiﬁers[Enc (sk, FIDy, Hwi) } The size of the index Sy, 4 with a
keyword length of 1 and edit distance of d is O(19). This schema is secure and privacy
preserving, but it is only applicable to strings under edit distance, and fuzzy sets

may become too big with longer words, which necessitates issuing large trapdoors
sets. Therefore, Kuzu et al. [26] described an efficient similarity search over the
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encrypted data based on the locality sensitive hashing (LSH) which is the nearest
neighbor algorithm for index creation and the bloom filter (BF) for translation of
strings, to provide a more generic solution and to utilize the distinct similarity search
contexts. Similar features are put into one bucket with high probability due to the
property of LSH while not similar features are kept into different buckets. This
schema embeds the query string into the BF and represented as a set of n-grams.
Each n-gram is then subject to a hash function and the corresponding bit locations
are set to 1. They use a publicly available typo-generator which produces a variety of
spelling errors to check if the keywords contain typographical errors, and to measure
the Jaccard distance between the encodings of the original and perturbed versions,
to determine distance thresholds for their Fuzzy Search scheme. In this schema, one
round is needed for a limited number of data items with large set of features, and
two rounds are needed if the number of data items is huge, but it introduce a certain
degree of false positive rate in the searching results.

However, a semi-honest-but-curious cloud server might save its computation
or download bandwidth through executing only a fraction of the search operation
honestly and return a fraction of the search results honestly as well. Therefore,
a verifiable scheme is needed to ensure that the user can verify the correctness
and the completeness of the search results. In this regards, Wang et al. [27]
proposed a new efficient and verifiable fuzzy keyword search (VFKS) scheme
over the encrypted data in cloud computing to return the closest possible results
based on similarity semantics. They use a wildcard-based fuzzy keyword set
and the BF to enable a fuzzy keyword search over encrypted data and maintain
keyword privacy and the verifiability of the search result. Their approach consists of
the algorithms (Keygen, Buildindex, trapdoor, search, Verify). In which the Keygen
algorithm (sk, sk') < (Keygen(1¥)) executed by the data owner with a security
parameter k to produce the secrete key (sk) to generate the index and the document
encryption key (sk') used to decrypt the document. The Buildindex algorithm
Gw < Buildindex(sk, W) executed by the data owner to create the index Gw, i.e.,
a symbol-based tree using the secrete key (sk) and the distinct keyword set of the
documents collection D.

The symbol-based index tree Gw and the encrypted documents are outsourced
to the cloud server. The user can generate a trapdoor set {T,}w’ €
Swa <« trapdoor (sk, Se.a) for all wildcard-based fuzzy keywords Se.a =
{80,000 10 -+ Slya) of the keyword o' with edit distance ed(w, o) < d. The
server executes the search algorithm (flag, ID,,, proof) <— Search (Gw, {T,,}) upon
receiving the user trapdoor set {T,y} to search for the document with keyword w and
return the document identifier ID,,, true and a proof if document existed otherwise
false, and a proof. The user executes (true/false) <— Verify(7,, (flag, ID,,, proof)) to
verify whether the server is honest or not over the search result (flag, ID,, proof)
and outputs true if the server honestly search, otherwise false is returned. They
utilized the well-known multi-way tree to store the fuzzy keyword set over a
predefined symbol set, which might grow in size if the keyword length is huge. This
schema is secure and privacy preserving, while supporting efficient verifiability
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Table 2.5 Comparison of several Fuzzy-searchable encryption schemes

Scheme Description Main drawbacks

Adjedj et al. A way of solving the issue of preserving Unsuitable for many

[25] privacy in a biometric identification system | applications when data are
based on a fuzzy search scheme frequently updated or streaming

Lietal. [24] The first solution for effective fuzzy Has a long word which

keyword search over encrypted cloud data | necessitates performing large
based on a fuzzy set for the keywords before | trapdoors
building the index

Kuzu et al. [26] | An efficient similarity search over the Introduces a certain degree of

encrypted data based on LSH and BF false positive rate in the
searching

Lu [28] A privacy-preserving search logarithm over | The indexing information
the encrypted data to support a range of makes it as vulnerable as
queries based on Logarithmic Search on order-preserving encryption
Encrypted Data

Wang et al. [27] | A new efficient and verifiable fuzzy The same key is used to encrypt
keyword search based on the method of and decrypt the data
wildcard-based fuzzy keyword set and the
BF

of the searching result. However, this schema focuses on key word search but
does not consider a phrase search. Moreover, the index generation is handled by
the data owner, which means that the owner might abandon the exact keyword
index constructed before and generate a specialized fuzzy-keyword index for fuzzy
search, hence wasting much more computation and storage resources (Table 2.5).

All these previous techniques are based on symmetric key encryption, in which
the same key is used to encrypt and decrypt the data. To enable an authorized user to
access the encrypted data, the data owner must share this key. By sharing this key,
unauthorized users can also use this key to access the encrypted data.

3.3 Public-Key Encryption

A searchable symmetric key-based encryption schema are valid for users owning the
data and wish to upload it to a third-party and untrusted server (i.e., cloud server). On
the other hand, there are cases when the outsourced data (medical data, stock quotes,
emails, etc.) are public and uploaded by different owners and the user is not aware of
it, at the same time, the user wishes to retrieve certain files without revealing to the
server which file he wants. The public-key encryption with keyword search is the
solution for such cases. The public-key encryption uses two different keys, private
and a public key. The private key is given by the data owner to the users and the
public key is given to the server in this context as illustrated in Fig. 2.4.

The first searchable encryption scheme using a public key system was proposed
in [29]. This scheme can be extended to handle range, subset, and conjunctive
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Fig. 2.4 Public-key encryption architecture

queries. It also hides the attributes for messages that match a query. They use
identity-based encryption (IBE), in which the keyword acts as the identity. The
proposed searchable public-key encryption consists of four polynomial time ran-
domized algorithms (KeyGen, PEKS, Trapdoor, Test). The data owner generates
his public/private key pair using the algorithm (Apup, Apriv) < KeyGen(s) over a
security parameter s. In order to search for any keyword W, the user generates a
trapdoor Tw <— Trapdoor(Apy, W) using their private key Ay for certain key-
words W. The server determines whether a document contains one of the keywords
W specified by the users (yes [|[W = W [ no [|[W # W') < Test(Apup, S, Tw) through
the received Trapdoor Ty, the given public key A,yp and a searchable encryption
S = PEKS(Apub, W'). The proposed scheme has two constructions for 12public-key
searchable encryption: (1) An efficient construction based on a variant of the Diffie—
Hellman (BDH) assumption by building a non-interactive searchable encryption
scheme from a bilinear map. They have proved that this scheme is semantically
secure against a chosen keyword attack in the random oracle model based on the
difficulty of the bilinear Diffie—-Hellman problem. (2) A limited construction using
any trapdoor permutation, which is less efficient because this construction assumes
that, general trapdoor permutations assuming that the total number of keywords the
user wishes to search for is bounded by some polynomial function in the security
parameter. They can reduce the size of the public file by allowing the user to re-use
individual public keys for different keywords. In this schema, the searching time is
linear, but Public key solutions are usually computationally expensive. Furthermore,
the keyword privacy cannot be protected in the public key setting, since the server
could encrypt any keyword with a public key and then use the received trapdoor
to evaluate the ciphertext. Finally, the proposed constructions are applicable to
searching on a small number of keywords rather than an entire file.
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Bellare et al. [30] proposed a deterministic searchable public-key encryption
scheme. The main idea in this technique is to associate a tag with a plaintext,
which can be computed by the client to form a particular query F(pk,x;) and by
the server from a ciphertext that encrypts it G(pk, c). They can then use this tag
(i.e. the output of the polynomial time algorithms F, G) to create a tree-based index
that can be used for searching. Since searchable tags are deterministic, the server
can organize them in a sorted system and match the minimum logarithmic time.
The proposed scheme consists of three polynomial time algorithms AE = (K, E, D).
This schema is t-efficiently searchable encryption where t(.) < 1 V x; € Ptsp(k),
Ptsp(k) is the plaintext space and the probability F(pk,x;) = G(pk,c) = 1 over
(pk, sk) < K(1%)andc <« E(pk, x1). This technique is a combination of any public-
key encryption scheme and any deterministic hash function and so this scheme is
secure, but they have left without solution the problem of finding standard model
schemes. The issue of this proposed approach is that it only provides privacy to text
drawn from a space of large min-entropy.

A range of queries over multiple attributes in the public key settings have been
studied in the herein cited study [31]. They proposed an encryption scheme called
Multi-dimensional Range Query over Encrypted Data (MRQED) that allows a
network gateway to encrypt summaries of network flows before submitting them
to the cloud. The proposed scheme was proven with the network audit logs. An
authority can release a public key to an auditor to decrypt flows within certain
ranges only. The proposed scheme operates over a tuple of flow features (t, a, p)
representing the flow timestamp range t € [t;, 2], the flow source address range
a € [aj,ap] and the destination flow port number range p € [p1,p2]. Their
proposed range queries imply (t > t;) A (@ = a;) A (p1 < p < p2) where
all flows (t,a,p) within the defined range can be decrypted with the provided
decryption key without revealing the other flow attribute values nor issuing huge
number of keys. The proposed schema consists of four polynomial-time algorithms
(Setup(k, L a), Encrypt(PK, X, Msg), DeriveKey(PK, DK, B), QeurtyDecrypt (PK,
SK, C)) in which the setup algorithm (PK, SK) < Setup(k,La) over a security
parameter k and a point in lattice Lo (represents a tuple as a point in La)
produces a public key PK and a private key SK. The gateway encrypts the
pair (Msg.,X) that consists of an arbitrary string representing the entire flow
summary and a point X in a multi-dimensional space representing the attributes
using the public key PK to produce the ciphertext C < Encrypt(PK, X, Msg).
The authority derives a decryption key DK <« DeriveKey(PK, SK,B) for a
hyper-rectangle B in La (i.e., test whether a point X falls inside it) using
the public and the private key pair (PK, SK). Finally, an auditor can decrypt
(plaintext/null) <«— QeurtyDecrypt(PK, DK, C) relevant flows using the provided
key pair (PK, DK) over the retrieved ciphertext C. However, in this schema, each
flow is represented as a hyper-rectangle B in La. This requires issuing one pair of
keys for each flow, having a huge number of flows would require a huge number of
key pair pools.

Liu et al. [32] proposed an Efficient Privacy Preserving Keyword Search Scheme
(EPPKS) in cloud computing, which reduces a client’s computational overhead
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by allowing the cloud service provider to participate partially in the decipherment
process while protecting the data and the queries privacy. The proposed schema does
not require a private key transmission; to make it suitable for the cloud environment.
This schema consists of the following seven randomized polynomial time algo-
rithms EPPKS = (Keygen, EMBEnc, KWEnc, TCompute, Test, Decrypt, Recovery).
The user and the service provider execute the Keygen function to produce pub-
lic/private key pair. For the user U, he executes U : (Upup, Upriv) < Keygen(k;)
over a sufficiently large security parameter k1 to produce his key pair (Upub, Upriv)-
Similarly, the service provider S executes S : (Spub, Spriv) < Keygen(kz) over
a sufficiently large security parameter k; to produce his public/private key pair
(Spubs Spriv)- The user encrypts the data using his public key and the service provider
private key to produce the message m ciphertext Cy <= EMBEnc(Upyb, Spriv, 1)
The keywords are also encrypted before outsourcing the data to the service
provider using the user public key Cy, < KWEnc (Upwp, Wj). In order to

retrieve a file with keywords Wj, the user executes ij < TCompute (Upriv, Wj)
and sends it to the CSP. The CSP on the other hand executes (Wi 2 Wj) <~
KWTest (Upub, Cw;, ij) to determine whether a given file has the keyword Wj. An
intermediate result C, will be calculated by the CSP before returning the matching
file to the user as a result of executing C, < PDecrypt(Spriv, Upub, Cm). Upon
receiving the files, the user executes m < Re coery(Upriv, Cm, Cp). This schema
supports multiple keyword searching on the encrypted data and it is semantically
secure, because the service provider could search in the encrypted files efficiently
without leaking any information, but there is a big challenge if the user requires the
service provider to provide the computational service.

All these schemes achieve good security and privacy but they require high
computations and memory of the end-devices during the encryption and decryption
process. Moreover, these schemes provide unsearchable encryption, but do not fit
well for less powerful client devices, which have only limited bandwidth, CPU, and
memory as discussed in [33]. Table 2.6 consolidates the various public key-based
privacy-preserving approaches advantage and their shortcomings.

Among the different available solutions that aim to design operations compatible
with data encryptions while preserving the privacy of the data outsourced to the
cloud, Searchable Encryption (SE) schemes seem to allow a curious party to carry
out searches on encrypted cloud data without having to decrypt it, hence maintaining
its privacy. Table 2.7 summarizes the advantages and the disadvantages of the
common searchable encryption schemes in cloud computing.

4 Conclusion and Future Work

While data encryption seems to be the right countermeasure to prevent privacy
violations, classical encryption mechanisms fall short of meeting the privacy
requirements in the cloud setting. Typical cloud storage systems also provide basic
operations on stored data such as statistical data analysis, logging and searching
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Table 2.6 Comparison of several public-key encryption schemes

Scheme
Boneh et al. [29]

Bellare et al.
[30]

Katz et al. [34]

Attrapadung and
Libert [35]

Liu et al. [33]

Description

The first scheme to use a public key system

based on identity-based encryption

A deterministic searchable public-key
encryption scheme based on associating a tag

with a plaintext

The first notion of predicate encryption based
on IBS, hidden vector encryption (HVE) and

attribute-based encryption

Main drawbacks

Keyword privacy is not
protected in the public key
setting

Cannot find a standard model
schemes

This scheme is only proven to
be selectively secure and no
delegation functionality is
provided

A protocol based on functional encryption and| Cannot be proven fully secure

public key schemes using Inner Product

Encryption

A SPKS scheme for cloud storage services
based on enabling cloud service providers to

under some natural
assumptions

It may disclose information to
CSP to participate in the

participate in the decryption process partially | decryption process

Table 2.7 Comparison of searchable encryption schemes in cloud computing

Symmetric-key
encryption

Fuzzy-
searchable
encryption

Public-key
encryption

Advantages

* The private keys are used in

symmetric-key encryption and are resistant

to external attacks
« Simple to generate keys

» Symmetric-key encryption algorithms
require low computing power to be created

Enhances system usability by returning the

matching files or the closest possible

matching files based on keyword similarity

semantics

The unique private and public keys are
provided for each user, which will allow
them to perform secure exchanges of

information

Disadvantages

* The same key is used to encrypt
and decrypt the data and by
sharing this key, unauthorized
users can access the encrypted
data

* The private key must be
exchanged in a secure manner

* Every participant must have an
identical private key

* Symmetric-key encryption
supports only exact keyword
search

The same key is used to encrypt
and decrypt the data. Through
sharing this key, unauthorized
users can access the encrypted
data

* Generating the keys is expensive
* Public-key encryption algorithms
require more computational cost
than Symmetric-key encryption

and these operations would not be feasible if the data were encrypted using classical
encryption algorithms. Among various solutions aiming at designing operations that
would be compatible with data encryption, Searchable Encryption (SE) schemes
allow a potentially curious party to perform searches on encrypted data without
having to decrypt it. SE seems a suitable approach to solve the data privacy problem
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in the cloud setting. A further challenge is raised by SE in the multi-user setting,
whereby each user may have access to a set of encrypted data segments stored by
a number of different users. Multi-user searchable encryption schemes allow a user
to search through several data segments based on some search rights granted by the
owners of those segments. Privacy requirements in this setting are manifold, and
not only the confidentiality of the data segments but also the privacy of the queries
should be ensured against intruders and potentially malicious CSP. Recently, few
research efforts came up with multi-user keyword search schemes meeting these
privacy requirements, either through some key sharing among users or based on a
Trusted Third Party (TTP).

These studies provide limited keyword search functionality for cloud storage
services. Thus, service providers must implement a complete secure search scheme
to promote their services. This study proposes a scheme for performing ranked
multikeyword searches with fault tolerance in cloud storage systems. The proposed
scheme uses similar keyword sets to perform a similarity search, and a secure
k-nearest neighbor (kNN) scheme to perform a ranked multikeyword search.
Moreover, the proposed scheme is fault tolerant to account for cloud users inputting
an incorrect keyword, and still involves performing a file search. When the files are
located, they are assigned an associated correlation value.
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Chapter 3 )
Towards New Quantitative Cybersecurity sz
Risk Analysis Models for Information

Systems: A Cloud Computing Case Study

Mouna Jouini and Latifa Ben Arfa Rabai

Abstract The objective of this chapter is to propose new quantitative models to
assess security threats of information systems. We adopt methods for assessing
the failure cost due to security breakdowns. In fact, the importance of quantifying
security risk continues to grow as individuals, enterprises, and governments become
increasingly reliant on information systems. Moreover, nowadays security of these
deployed systems has suffered because they lack significant security measures
and accurate information security risk assessment which is considered as an
ongoing process of discovering, correcting, and preventing security problems by
providing appropriate levels of security for information systems. In this context,
we define economic security risk models to help managers to assess accurately the
security threats: the internal mean failure cost and the external mean failure cost,
respectively, MFCint and MFCext, which studied the threat space and identified
the source of threats space risk by estimating their costs. Moreover, we define the
mean failure cost extension (MFCE) model which is based on our hybrid threat
classification model.
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1 Introduction

Organizations, governments, and individuals are facing many information security
risks. These risks can cause serious damages that might lead to significant financial
losses, breach of the confidentiality of sensitive information, or loss of integrity
or availability of sensitive data. In fact, the financial (or economic) security threat
loss to organizations could be significant. Recent literature has also documented
significant costs related to information systems security breaches. For example, the
2015 Global State of Information Security Survey [2] reveals that a huge heists
of consumer data were also reported in South Korea, where 105 million payment
card accounts were exposed in a security breach in 2015. The survey compared also
the security incidents cost in small and large organizations. In fact, it claimed that
small organizations proved the exception in discovering compromises. That is to
say companies with revenues of less than $100 million detected 5% fewer incidents
this year (in 2014) compared to 2009. However, larger companies have seen a huge
increase in the numbers of incidents between 2009 and 2014. In fact, the number of
incidents detected by medium size and large organizations (those with revenues of
$100 million to $1 billion) jumped by 64% between 2009 and 2014.

Due to serious impacts of security threats, managers must find ways to retrieve
and understand threats sources so as to mitigate them. To facilitate effective
protection of information systems, we propose in this chapter two economic security
risk models that estimate security threats failure of information system.

The chapter addresses quantitative cybersecurity models based on our threats
classification models defined in our previous work [22] in order to accurately
assess threats breaches. In fact, information system threat classifications help system
managers to build their organizations’ information systems with less vulnerabilities
and implement information security strategies and thus protect their assets from
these threats. The first model assesses security risk and let managers identifying the
source of space intrusion (either internal or external) to propose appropriate counter
measure to mitigate them. The second model is based on our threats classification
model that allows studying the threats class impact instead of a threat impact as a
threat varies over time. Furthermore, we illustrate the use of our quantitative security
analysis model on Cloud Computing (CC) system.

This chapter is organized as follows: The first section presents the context of
our chapter. The second section presents the motivation of our work. The third
section shows an overview of Cloud Computing environment. The fourth section
presents an economic cybersecurity model based on a threat source criterion that
we called the internal mean failure cost model (M F C;,;) and external mean failure
cost model (M F C,y;). In addition, we provide a new method to validate our security
risk models and illustrate their use using a Cloud Computing application. The fifth
section introduces the mean failure cost extension (MFCE) model. Also, we validate
the MFCE model and show an illustration on practical application of this model.
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2 Motivation: Quantitative Cybersecurity Risk Assessment
Models

To make effective security decisions, managers need to assess or estimate the
cybersecurity breaches of the system and well characterize it. There are many
measures in literature to support the analysis of how well a system meets its security
objectives [4, 18, 20, 23, 40], and [21]. Several economic security risk assessment
models exist in literature. We can cite, for example, the mean failure cost (MFC)
model [3] that quantifies the security of information systems that we will present in
this section.

2.1 Related Work

Although the ability of existing models to estimate the security breaches due
to security threats and vulnerabilities may suffer from several limitations which
motivate researchers to develop more models. Basically, there are two security risk
analyses or risk assessment approaches: Qualitative and Quantitative methods that
we are interested in this work.

Quantitative methods [5, 8, 9, 13, 14, 28, 33, 36, 37, 42], and [7] allow the
definition of the consequences of security risks occurrence in a quantitative way.
In fact, they estimate the costs in numerical values and hence give an accurate
estimation of it. For example, the mean time to failure (MTTF) quantifies the failure
rate of the system and the MFC model gives the cost per system stakeholder due
to security breaches. However, the existing method analysis results are not precise
and are even confusing. In fact, quantitative measures must depend on the scope
and accuracy of defined measurement scale. Therefore, they fail to present accurate
costs and precise results. On the other side, the analysis results must be enriched by
qualitative descriptions to be more precise and comprehensive [5].

For example, in [28], the authors propose a SAEM method which is a cost—
benefit analysis process for analyzing security design decisions based on the
comparison of a “threat index.” The authors in [12] propose security ontology
for organizing knowledge on threats, safeguards, and assets. This work constructs
classification for each of these groups and creates a method for quantitative risk
analysis, using its own framework. The work does not use known standards
or guidelines as an input for its evaluation model, so desired mechanisms and
countermeasures have to be defined in the process of risk analysis. The ENISA
report [13] also provided an approach for risk assessment based on the estimation
of risk levels on ISO/IEC 27005:2008. Security risk would be high if both the
probability of the event and its impact are high. The assessment provided is semi-
quantitative, as it uses value ranges for both event probability and impact, but does
not consider their combined influence in a quantitative manner. Bojanc and Jerman
suggested in [33] a model that evaluates the information assets, their vulnerability,
and the threats to information assets. The values of the risk parameters are the



66 M. Jouini and L. Ben Arfa Rabai

basis for selecting the appropriate risk treatment and the evaluation of the various
security measures that reduce security risks. Singh and Joshi proposed in [36]
a risk assessment framework for University computing environment that reduces
the security risk breach. The model supports three phase activities, the first phase
assesses the threats and vulnerabilities in order to identify the weak point in
educational environment, the second phase focuses on the highest risk and creates
actionable remediation plan, the third phase of risk assessment model recognizes the
vulnerability management compliance requirement in order to improve University’s
security position.

Yang et al. propose in [8] a measurement and assessment model of Cloud
Computing based on Markov chain to describe random risk environment. The
model used information entropy to measure risk, effectively reduced the existing
subjective factors in the assessment process, provided a practical and reliable
method for risk management decisions. Finally, Cayirci and de Oliveira introduce in
[7] a quantitative security risk assessment model based on cloud service providers’
performance history. The model addresses provider and consumer concerns by
relying on trusted third parties to collect soft and hard trust data elements, allowing
for continuous risk monitoring in the cloud.

‘We notice that the existing quantitative security risk models reflect the loss risk of
the whole system and they ignore the variance stakes among different stakeholders.
In fact, the operation of a system involves many stakeholders, who have different
cares (stakes). These models ignore others factors like the failure cost with respect
to requirements, the variability of system threats. Nevertheless, the mean failure cost
(MFC) considers many factors that we will enumerate in the next section.

2.2 Mean Failure Cost Model (MFC): A Quantitative
Cybersecurity Risk Assessment Model

The MFC [3] represents a stochastic model that quantifies this random variable in
terms of financial loss per unit of operation time (e.g., $/h) due to security threats.
It represents for each stakeholder the amount of loss that results from security
threats and system vulnerabilities. The MFC varies by stakeholder and takes into
account the variance of the stakes that a stakeholder has in meeting each security
requirement. The infrastructure in question reflects the values that stakeholders
have in each security requirement, the dependency of security requirements on the
operation of architectural components, and the impact that security threats have on
these components.
The MFC process proceeds in four steps:

— Generation of Stakes Matrix (ST) which represents the cost that each stakeholder
would lose if the system failed to meet a security requirement of the system.

— Generation of Dependency Matrix (DP) which represents how to estimate the
probability that a particular security requirement is violated in the course of
operating the system for some period of time.
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— Generation of Impact Matrix (IM) which determines which threats affect which
components and assesses the likelihood of success of each threat in light of
perpetrator behavior and possible countermeasures.

— Generation of the Threat Vector (PT) which represents the probability that a
threat materializes during unitary period of operation.

The mean failure cost is defined by the following formula:
MFC =S8SToDPolIMoPT (3.1)

We will propose in this chapter two new models extension of the mean failure model
(MFC). In fact, the MFC model considers the following characteristics:

— It quantifies the cost in terms of financial loss per unit of operation time (dollars
per hour).

— It quantifies the impact of failures: it provides cost as a result of security attacks.
It offers decision support for security countermeasure design.

— It distinguishes between stakeholders: it provides cost for each system’s stake-
holder as a result of a security failure.

— It distinguishes between specification components: it considers that each system
has many security requirements that represent concerns of the stakeholders.

However, the MFC model does not consider any classification threats and does
not take into account any threat perspective either. In fact, such results take a global
view at the threats targeting an information system which leads to inaccurate results.

2.3 Mean Failure Cost (MFC) Limits

Security threats may be originating from within or from outside threats that may be
manifested, as well, via a threat agent using a particular penetration technique to
cause dangerous effects [10, 29], and [22]. Thus, managers need to know and find
threats that influence their assets and identify their impact to determine what they
need to do to prevent attacks by selecting appropriate countermeasures. Then, they
need to evaluate the extent of the damage caused by these threats.

Therefore, it is necessary to have an understanding of the threats and the
vulnerabilities. Security threats can be observed and classified in different ways
by considering different dimensions or classes of the system like its source code,
attacker’s motivation or its users, or their roles.

On the other hand, understanding and identifying the threats represent the first
step in building a secure system. Indeed, to identify threats and evaluate existing
control techniques, it is important to understand well security threat and especially
security sources [1, 2, 6, 21, 22, 34], and [35]. Threats classification allows better
identifying of threats characteristics and thus an accurate estimation of security
risks. For example, if you know that there is a risk that someone could order products
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from your company but then repudiate receiving the shipment, you should ensure
that you accurately identify the purchaser and then log all critical events during
the delivery process [34]. Moreover, prior work has been based on the assumption
that similar systems tend to produce similar vulnerabilities. For example, the kinds
of vulnerabilities in a Windows operating system might be similar to those in
the Linux operating system because both operating systems exhibit similar basic
functionality [17].

Therefore, threats classification is an important task in security risk assessment
models to assess accurately risks. After studying the MFC model in previous
section, we notice that this model does not include threat classes and more especially
it includes the following shortcomings:

— Security threats are evolutive and variable over time and have several charac-
teristics, and in PT vector, there is no logical or hierarchical structure between
the different catalogued threats as they are not based on a particular attribute to
classify them.

— Underestimation of the MFC: In fact, in the threat vector PT, the term used to
define the threat can be ambiguous (do not include threats classes); this can
lead to an overlap between the various threats, i.e., each threat may belong
to several classes at once and thus it is computed many times, so we have an
underestimation of the mean failure cost.

— Managers cannot identify the source of threats risks in order to suggest appropri-
ate countermeasures.

— The MFC is blind towards the structure and the dimensions of security threats.
It considers that any failure due to a threat is a failure with respect to the whole
specification. But stakeholders may have different stakes in different security
threats dimensions and perspectives which are not reflected in the MFC.

We aim in this chapter to propose three cybersecurity metrics that overcome the
limits of the mean failure cost model (MFC). We propose new metrics that take
into account security threat dimensions or criteria that give accurate security risk
assessment. The proposed models will be applied to a practical case study, namely
a Cloud Computing system.

3 Cloud Computing Environments

Cloud Computing is the result of Information and Communication Technology
(ICT) evolution. In fact, it is based on several technologies like virtualization,
distributed systems, web service oriented architecture, service flows and workflows,
and web 2.0. Two major events triggered the spread of Cloud Computing in 2006.
The first was the announcement of a new business model, “Cloud Computing,” by
Google CEO Eric Schmidt.
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Cloud Computing is a system that enabling access to remotely hosted data and
computation resources from anywhere. In the same year, Amazon.com announced
one of themost important Cloud Computing services till date called Elastic Cloud
Computing (EC2) [12].

The National Institute of Standards and Technology defines Cloud Computing as
“a model which grants convenient, on demand network access to a shared pool of
configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management
effort or service provider interaction” [26], and [27].

Cloud Computing plays an important role in many recent critical applications,
such as astronomy, weather forecasting, and financial applications.

3.1 Cloud Computing Architecture

The Cloud Computing Architecture of a Cloud Computing system is the structure
of the system which includes cloud resources, services, middleware, software
components, and the relationships between them [4, 18], and [23]. It is composed
mainly of two parts: the front end and the back end connecting to each other through
the Internet. The front end is the side of the computer user or client including the
client’s computer and the application required to access to the Cloud Computing
system. The back end is the “cloud” section of the system which includes the various
physical/virtual computers, servers, software, and data storage systems. Figure 3.1
summarizes the proposed Cloud Computing architecture [4, 18], and [23].
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Cloud Computing providers can offer services at different layers:

— Infrastructure as a Service (IaaS): This layer provides the basic computing
infrastructure of servers, processing, storage, networks where the consumer is
able to deploy and run arbitrary software, which can include operating systems
and applications.

— Platform as a Service (PaaS): This layer provides a platform upon which
applications can be written or deployed.

— Software as a Service (SaaS): This layer delivers applications through a web
browser to thousands of customers without having to be installed on their
computers.

3.2 Cloud Computing Security Issues

In the last few years, the Cloud Computing reveals a remarkable potential to provide
on-demand services to users with greater flexibility in a cost-effective manner.
While moving towards the concept of on-demand service, resource pooling, shifting
everything on the distributive environment, security is the major obstacle for this
new dreamed vision of computing capability. In fact, users’ data are stored outside
the cloud in data centers where risks out number rewards. In fact, customers’ data
in the Cloud are stored on multiple third-party servers and thus it is not cared
by the user and no one knows where exactly data are saved. Among these we
mention the loss of control and the loss of security [22, 24, 30, 36, 38, 41], and [39].
Indeed, by trusting critical data to a service provider (externalization of service),
a user (whether an individual or an organization) takes risks with the availability,
confidentiality, and integrity of this data. For example, availability may be affected
if the subscriber’s data is unavailable when needed (due, for example, to a denial of
service attack or merely to a loss) and integrity may be affected if the subscriber’s
data is inadvertently or maliciously damaged or destroyed.

Many surveys deal with security risks in Cloud environment. For example,
according to a Forbes’ report published in 2015, cloud based security spending
is expected to increase by 42%. According to another research, the IT security
expenditure had increased to 79.1% by 2015, showing an increase of more than
10% each year. International Data Corporation (IDC) in 2011 showed that 74.6% of
enterprise customers ranked security as a major challenge [15, 16, 38], and [11].

In addition, Cloud Computing is based on several technologies like virtualization
that may cause major security risks which can be classified into three categories
like virtual machine modification, denial of service, monitoring virtual machines
from host (MVM), communications between virtual machines and host (CBVH),
etc. [4, 18], and [23].

We propose in this section classification of CC security issues into nine sub-
categories [19], which include: virtualization security issues, business services
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continuity, management interfaces risks, privacy issues, data location, data breaches,
accountability problems, multi-tenancy problem, and regulation and governance
problem.

Security Issues in Virtualization Cloud Computing architecture is based on many
virtualization components such as hypervisor and virtual machine. Hypervisor is a
controller known also as virtual machine manager (VMM), which allows multiple
operating systems to be run on a system at a time. Since multiple operating systems
may be running on a single hardware platform, it is not possible to keep track of
all such systems and hence maintaining the security of the operating systems is
difficult. In this case, guest system can run malicious code on the machine system
and bring the system down or take full control of the system and block access to
other guest operating systems [22], and [41]. Malicious insiders are very serious
attacks; hence, it presents an opportunity for an adversary to harvest confidential
data or gain complete control over the Cloud services with little or no risk of
detection [22, 41], and [11].

Business Services Continuity One more availability problem in CC environment is
distributed denial of service (DDoS) attacks. Attackers make use of large botnets
(zombies) to reduce the profits of SaaS providers by DDoS by making their services
unavailable [13]. Furthermore, a major risk to services continuity in the Cloud
Computing environment is loss of internet connectivity (that could occur due to
some circumstances like natural disasters) as Cloud businesses are dependent on
the internet access to their information. In addition, there are also concerns that
the seizure of a data hosting server by law enforcement agencies may result in the
unnecessary interruption or cessation of unrelated services whose data are stored
on the same physical machine. This resulted in the unintended consequence of
disrupting the continuity of businesses whose data and information are hosted on
the seized hardware.

Management Interfaces Risks Cloud Computing providers expose a set of software
interfaces that customers use to manage and interact with Cloud services (like pro-
visioning, management, orchestration, and monitoring). The customer management
interfaces of public Cloud providers are Internet accessible and mediate access
to larger sets of resources and therefore pose an increased risk especially when
combined with remote access and web browser vulnerabilities [13]. Unauthorized
access to the management interface is therefore an especially relevant vulnerability
for Cloud systems. These interfaces must be designed to protect against both
accidental and malicious attempts because they allow authentication and access
control to encryption and activity monitoring that depend directly on the security
and availability of general Cloud services [11].

Data Breaches Cloud Computing system allows the storage of customer data in
different ways. In fact, data in Cloud systems travel in clusters, in virtual machines,
in databases, or into third-party storages, which increase the risk of information leak
and data corruption. Indeed, operations in data centers might lead to information
leak caused, for example, by a customer’s information being mistaken by another’s.
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Furthermore, most of the Cloud providers instead of acquiring a server try to rent a
server from other service providers because they are cost affective and flexible for
operation. This gives a high possibility for malicious insiders to steal customers’
data from the external server [12, 22], and [41].

Compliance and Governance As security in Cloud Computing systems presents
a big challenge, cloud vendor has to provide some assurance in service level
agreements (SLA) to convince the customer on security issues. The SLA illustrates
different security levels and tries to make the customer understand the security
policies that are being implemented. Customers may also in the SLA indicate its
expectations in terms of security for these types of systems. Providers must deliver a
comprehensive list of regulations that govern the system and associated services and
how compliance with these items is executed [22], and [11]. However, the SLA may
not offer a promise to provide such services on the part of the Cloud provider which
can create several security breaches (for example, meet privacy and confidentiality
needs) for many reasons. In fact, Cloud providers cannot give evidence of their own
conformity with the relevant requirements and do not permit external audit by the
Cloud customer and/or security certifications [11, 22, 41], and [13].

In addition, a more serious problem is that there is no way to specify the
policies on how sensitive data are shared, treated, and located among Cloud service
providers. In fact, information is routinely leaked with poor data management
practices. Cloud service providers must ensure, for example, the data security in
natural disasters. Indeed, there are certain legal issues entangled with Cloud security
as well, because there are certain laws that Cloud service providers should comply
with and these laws vary from country to country which may cause data replication
across multiple sites.

Access Problem: Data Location Cloud Computing environments suffer from lack
of transparency since customer’ data are located in Cloud provider data centers
and anywhere in the world, and hence are out of the customer’s control which
leads to many problems [11, 22, 32, 41] and [13]. In fact, the user space may be
shared across applications that can lead to data replication, making mapping of users
and their privileges a complicated task. This, also, requires the user to remember
multiple accounts/passwords and maintain them which may entail forgetting them
in many cases. Indeed, by using the Cloud, users need to look at who (their role and
their privileges, etc.) is managing (get access to) their data (when they release the
information into the Cloud for processing) and what types of controls are applied to
these individuals [11, 31], and [16].

Data breaches present a crucial problem for organizations. For example: many
organizations such as financial institutions, health care providers, and government
agencies are legally required to protect their data from compromise due to the sen-
sitivity of their information. Generally, these organizations are required to manage
and maintain their own datacenters with stringent physical and logical protection
mechanisms ensuring that their data remain protected. These organizations simply
cannot utilize Cloud Computing in a generic manner due to the inherent risk of data
compromise from systems they do not control.
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Privacy Issues Privacy problems in Cloud Computing environments come from
many reasons. First, Cloud Computing customer’s data and especially personal
information can be breached more easily than if stored in users’ machines. In
fact, customer’s data are stored in services provider’s data centers and thus it is
not guaranteed if the providers will protect their data and especially their personal
information. Indeed, as most of the servers are external, the provider should make
sure who is accessing the data and who is maintaining the server to protect the cus-
tomer’s personal information. Also, in the shared infrastructure, customers’ private
information risk more potential unauthorized access and exposure [22,41], and [13].
Moreover, privacy problems for organizations stem from the diversity of privacy
regulations from country to country. In fact, data in Cloud system are stored
anywhere and user cannot guess if you are violating privacy regulations in the
countries where you operate [22, 41], and [13]. Indeed, there is a need for
approaches to label directly the data with security and privacy policies that would
travel with sensitive data from one provider to another so that the proper technical
controls can be employed by various Cloud providers to protect the data [32]. Data
are prone in this case to many attacks like: sniffing, spoofing, man-in-the-middle
attacks, side channel, and replay attacks and so in some cases the CP does not
guarantee respect for the confidentiality or the nondisclosure of information [13].

Isolation Failure (Multi-Tenancy Problem) Multi-tenancy and shared resources
(computing capacity, storage, network, memory, routing, etc.) represent main
characteristics of Cloud Computing environments. There is a risk of failure of
deferent mechanisms between different tenants of the shared infrastructure due to
principally hypervisor vulnerability. In fact, infrastructure as a service (IaaS) Cloud
layer relies on architectural designs where physical resources are shared by multiple
virtual machines and therefore multiple customers. In fact, resource sharing means
that malicious activities (spamming, port scanning, etc.) carried out by one tenant
may affect and get access to another tenant host [13].

Accountability Problems Accountability has to do with keeping track of actions
that are related to security actions and responsibilities [41]. It aims to give tracking
evidence on user behaviors and system status, which can also be used in system
performance analysis or intrusion detection purposes.

As security is the most concern for Cloud Computing adoption, we propose in
this chapter secutiy metrics to quantify cybersecurity risk in order to let managers
to select appropriate countermeasures.

4 MFC, and MF Cj,;: New Quantitative Security Risk
Assessment Models

In this section, we illustrate an extension of the MFC model [3] by suggesting a
classification of the identified threats to propose two types of measures: The Internal
MFC (M FC;,;) and the External MFC (M FC,,;) in order to know the source of
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threats shaped information systems and especially the Cloud Computing systems to
take appropriate security strategies or mitigate their effects.

4.1 Security Threat Space Intrusion

Threat source or threat space intrusion represents a primordial criterion for identi-
fying threat source in order to take appropriate security decisions. For the purpose
of our system, we propose to classify the threat space into subspaces according to
a model of three dimensions labeled Internal, External, and InternalExternal. This
classification allows to localize the origin (or source) of a threat. In fact, threat is
caused either from within an organization, system, or/and architecture or from an
external point of origin [18].

4.1.1 Internal Threats

Internal threats occur when someone has authorized access to the network with
either an account on a server or physical access to the network. A threat can
be internal to the organization as the result of employee action or failure of an
organization process [18].

Regarding internal attacks, we can cite theft of proprietary information, acci-
dental or non-malicious breaches, sabotage, fraud, and eavesdropping/snooping as
instances of insider threats.

4.1.2 External Threats

External threats can arise from individuals or organizations working outside of a
company. They do not have authorized access to the computer systems or network.
They work their way into a network mainly from the Internet or dialup access
servers. The most obvious external threats to computer systems and the resident
data are natural disasters like hurricanes, fires, floods, and earthquakes. External
attacks occur through connected networks (wired and wireless), physical intrusion,
or a partner network [18].

Lacey et al. provide an updated profile of sophisticated outside attacks which
can compromise the security of Mobile Ad hoc Network (MANET) [25]. They
include eavesdropping, routing table overflow, routing cache poisoning, routing
maintenance, data forwarding, wormhole, sinkhole, byzantine, selfish nodes, exter-
nal denial of service, internal denial of service, spoofing, Sybil, badmouthing,
viruses, and flattering.
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4.1.3 Internal/External Threats

Internal/external threats take place when someone having authorized access to the
network (for example, an employee of the organization) causes external threats to
the system [18].

4.2 MFC,t and MFCjy,: The Proposed Model

The threats vector is a vector of probabilities of attack to the system during a time
unit. These threats, as we said above, come from external or internal boundaries
of the system. This classification lets us to propose two new extension of the threat
vector (PT) of the MFC metric. Consequently, there will be two extensions measures
of the mean failure cost (MFC). We can calculate the external mean failure cost
MFCext and the internal mean failure cost MFCint. Depending on the attack space
vector AS, the new MFC formula will be

MFCuyy =SToDPolIMoPT o ASey; (3.2)
and
MFCip; =SToDPolIMo PT o ASiy; 3.3)

ASin and A S,y are two vectors having the same dimension of the threat vector
PT containing the probability values of threat related to intrusion types (internal or
external). Figure 3.2 shows AS;,; and AS,,, structures.

These new extensions of MFC model improve analysis of the vulnerability of
the system. They allow specifying the nature of security solution that minimizes the
mean failure cost.
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4.3 Illustration of the Cybersecurity Model: A Cloud
Computing System

In this section, we illustrate the use of the M FC;,; and the M FC,,; in a Cloud
Computing system [4]. We identify, hence, the threats intrusion space in Cloud
system through the extension mentioned above.

We identify, firstly, the security requirements, the stakeholders and their stakes in
meeting these requirements, the architectural components, and the security threats
that affect the Cloud Computing system. Then, we fill the matrixes ST, DP, ICM,
CM, and PT using empirical data from [38] to obtain the following MFCext and
MFCint vectors.

We consider four classes of stakeholders (as described in Sect. 3) in this case
study, namely: a Cloud Computing provider (PR), a corporate subscriber (CS), a
governmental subscriber (GS), and an individual subscriber (IS).

As for security requirements, we identify seven generic security requirements
classified based on the levels of criticality of data as shown in our previous work
[4], and [23], namely:

— Availability of critical data (AVC),

— Availability of archival data (AVA),

— Integrity of critical data (INC),

— Integrity of archival data (INA),

— Confidentiality of classified data (CC),

— Confidentiality of proprietary data (CP), and
— Confidentiality of public data (CB).

Based on a quantification of these stakes in terms of thousands of dollars ($K)
per hours of operation, we produce the following stakes matrix ST as shown in
Table 3.1.

Based on the Cloud Computing system architecture defined in our previous work
[4], and [18], we generate the dependency matrix shown in Table 3.2. We consider
that the Cloud Computing system components include: a browser (Br), a proxy
server (Prx), a router/firewall (R/F), a load balancer (LB), a web server (WS), an
application server (AS), a database server (DS), a backup server (BS), and a storage
server (SS).

Table 3.1 Matrix of stakes:
cost of failing a security
requirement in $K/h

Security requirements

AVC |AVA |INC |INA |CC CP CB
Stakeholders
PR | 500 90 800 150 1500 | 1200 |120
CS |150 |40 220 80 250 180 60
GS |60 20 120 50 2500 |30 12
IS 10.050 |0.015 | 0.300 |0.200 | 0.300 |0.100 |0.010
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Table 3.2 Dependency matrix

Components
Br R/F LB WS AS DB BS SS NoF

Security requirements

AVC 0.14 0.14 0.14 0.14 0.06 0.04 0.14 0.06 0.14 0

AVA 0.16 0.16 0.16 0.16 0.07 0.05 0.05 0.03 0.16 0

INC 0.03 0.03 0.2 0.2 0.09 0.03 0.2 0.02 0.2 0

INA 0.04 0.04 0.32 0.32 0.14 0.04 0.04 0.01 0.32 0

CB 0.1 0.03 0.23 0.23 0.1 0.1 0.1 0.01 0.1 0

Cp 0.1 0.03 0.23 0.23 0.1 0.1 0.1 0.01 0.1 0

CcC 0.1 0.03 0.23 0.23 0.1 0.1 0.1 0.01 0.1 0
Table 3.3 Probability of threat space intrusion

Threats Probability outsider committed Probability insider committed

(MVM) 1 0

(BVH) 1 0

(VMm) 0.6 0.4

(VMS) 1 0

VMM) 0.5 0.5

(VMC) 0.5 0.5

VMM) 0.6 0.4

(DoS) 0.136 0.864

(FA) 1 0

(DL) 0.8 0.2

(MI) 0 1

(ASTH) 1 0

(ANU) 0 1

(IAD) 0.8 0.2

Using empirical data from [3], we can decompose the probability of event threat
committed in two complementary probabilities (outsider/insider system committed)
as shown in Table 3.3.

We have catalogued fourteen distinct types of threats (Table 3.5). To compute
the MFCey; and the M FC;,; we need to know the probability of the attack
for each threat during 1h. Also, we need to fill the values of impact matrix
IM. The IM matrix relates component failure to security threats; specifically, it
represents the probability of failure of components given that some security threat
has materialized.

Tables 3.4 and 3.5 represent the impact matrix and the threat vector.

Thus, we compute the mean failure cost of external threats (see Table 3.6) and
the mean failure cost of internal threats (see Table 3.7) using the formulas presented
above. Entries of these three matrices and the two vectors come from our empirical
study [3] which has an immense source of references.
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Table 3.5 Threat vector
Threats Probability
Monitoring virtual machines from host (MVM) 8.063 x 10~*
Communications between virtual machines and host (CBVH) 8.063 x 10~
Virtual machine modification (VMm) 8.063 x 10~
Placement of malicious VM images on physical systems (VMS) 8.063 x 10~
Monitoring VMs from other VM (MVV) 40.31 x 1074
Communication between VMs (VMC) 40.31 x 1074
Virtual machine mobility (VMM) 40.31 x 1074
Denial of service (DoS) 1439 x 1074
Flooding attacks (FA) 56.44 x 10~
Data loss or leakage (DL) 5.75 x 1074
Malicious insiders (MI) 6.623 x 1074
Account, service, and traffic hijacking (ASTH) 17.277 x 1074
Abuse and nefarious use of Cloud Computing (ANU) 17.277 x 10~
Insecure application programming interfaces (IAI) 29.026 x 107*
No threats (NoT) 0.9682
Table 3.6 The MFC of Stakeholders | M FC, ($K/h)
external threats PR 10.61051
CS 2.46562
GS 6.278502
IS 0.002382
Table 3.7 The MFC of Stakeholders | M FCjp ($K/h)
internal threats PR 45032
CS 1.07261
GS 2.7060
IS 0.001035

Computing the new values of the MFC extensions can give us the critical space

of intrusion. In our case, we can adapt some solutions like adding more firewalls,
proxy servers, and antivirus servers. In fact, the MFCext values for Cloud systems
are more significant compared to the MFCint values and hence the Cloud security
risks come mainly from external threats.

The M FC,y; and the M FC;,; give the critical threats space to help managers
to take the appropriate countermeasures. They improve the analysis of the system
vulnerability. They specify the type of solution to minimize the average cost
of failure. In fact, using the threat classification source dimension, they allow
identifying the source of the threats space (either internal or external source) to let
managers concentrate on the intrusion space having the higher mean failure costs.
However, this quantification is not sufficient since threats have several dimensions
like motivation and intention that we must take into account. Therefore, these
models do not provide accurate estimation of costs resulting from threats breaches.
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4.4 Validation of the M F C;,; and the M F C,y;

System stakeholders seek secure information systems to reduce cost and protect
their assets from damage and ensure the confidentiality, availability, and the integrity
of information. To help stakeholders, the MFC metric gives a quantitative value of
security system without any qualification as the security quantification did not allow
deciding whether the system is secured or not. The question for all stakeholders is
whether their system is secure or not.

For this purpose, we propose to find an interval that classifies the security of
information systems. Thus, we propose to find lower and upper bounds of this
interval which present, respectively, the mean failure cost for a 100% secure and
a 100% unsecure system. In fact, the lower bound Blow represents a secure system
with the minimum cost and the upper bound Bupp represents an unsecure system
with a maximum cost. Therefore, we say that a system is secure if its MFC is
lower than the average between the upper bound and the lower bound, that is,
if the MFC < ([Blow + Bupp]l/2) and the system is not secure if MFC >
([Blow + Bupp]/2). Finally, we proceed to the classification of our MFC as secure
or not.

Assuming that the system is secure, the probabilities of system components
failure are very low see null. For this goal, we modify the impact threat classes
matrix ICM as follows: we put O for lines, 1 at the last column, and the last line is
made complementary to the columns and the equilibrium of the line. For an unsecure
system, we make the reverse of founded bounds.

We compute, finally, the lower bound vector of mean failure costs and the upper
bound vector of MFC as shown in Tables 3.8 and 3.9, using our new formula.

To validate our MFC external vector (M FC,y;) and the MFC internal vector
(M FCjy;) presented in Tables 3.10 and 3.11 for Cloud Computing system, we
propose to evaluate the stakeholders’ security costs in order to decide if this system
is secure or not.

Table 3.8 MFCey lower Stakeholders | M FC,y; ($K/h)
bound PR 14.92

Cs 3222

GS 10.38

IS 0.0032
Table 3.9 M FCe; upper Stakeholders | M FC,y; ($K/h)
bound PR 4400.5

Ccs 1001.6

GS 2805.5

IS 1.029
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Table 3.10 M FCiy; lower Stakeholders | M FC;; ($K/h)
bound

PR 12.899

cs 2759

GS 9.120

IS 0.0027
Table 3.11 M FCiy. upper Stakeholders | M FC;,; ($K/h)
bound

PR 4260.564

cs 969.749

GS 2716.285

IS 0.9969

For the MFC external model, we notice that for each stakeholder the MFCext
value is lower than ([Blow + Bupp]/2) (M FCeyx; < [Blow 4+ Bupp]/2); thus, the
system is secure. For the MFCint vector, for each stakeholder we notice as well that
MFCint value is lower than ([Blow + Bupp]/2) (M FCi,; < [Blow + Buppl/2);
thus, the system is secure. Thus, we can deduce that Cloud Computing environment
is a secure system.

In addition to the contribution of the application of MFC model, we can say that
in certain level of Cloud Computing services like the infrastructure as a service layer
(TaaS), it is very difficult to specify a threat in a system component because we can
find a large number of components, in this layer, so it can be better to associate
a class of threats rather than a specific threat for each component. Indeed, as
countermeasures, one solution will solve several problems rather than one problem.

4.5 MFC,yt and M FC;y,; Limits and Advantages

The MFCext and MFCint models present several advantages. In fact, they can
identify the source of the most severe threats causing risk to let managers take the
necessary countermeasures against this intrusion space. So, these models take into
account the source criterion of security threats.

As these models do not take into account all threats characteristics and just
consider one criterion which does not accurately describe a security threat (the
source of a threat), they do not give accurate values on the cost of security failure.

On the other hand, the considered criteria are based on a binary classification
(internal or external), while threat sources may include three subclasses. Subse-
quently, these models do not illustrate accurate estimation of security failure cost
values. In addition, the underestimation of security threat risk presented does not let
managers propose adequate security strategies to mitigate the risk.
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5 The MFC Extension Model (MFCE)

In the next section, we will suggest two cybersecurity measures in order to better
quantify system threats using the source dimension of security threats. In this
section, we propose a new cybersecurity metric referred to as mean failure cost
extension (MFCE), based on threats classification and especially on the hybrid threat
classification (HTC) model [22]. We, then, illustrate this infrastructure by means of
a Cloud Computing application.

5.1 The MFCE Model

In order to improve the estimation of the costs due to security breakdowns, we
propose a quantitative security threats model based on our threats classification
(HTC) [22]. We propose a security solution per threat class. For this reason,
we propose a novel model in which we focus on refining the estimation of the
impact matrix IM and the threat vector PT of the mean failure cost (MFC) model
introduced in Sect. 3. We call this model the MFC extension model (MFCE) [18].
Our cybersecurity model allows studying the impact of a whole class of threats
rather than a mere threat. Indeed, threats are variable in time and security solutions
change over time. The basic idea is to consider a class of threats, try to find solutions
to this class, and consider the probability that a class is present will be the average
of the probabilities of present threats in this class threats in order to achieve a certain
stability of this class in time. This allows converging towards a stability of existence
of a class [18].

For the impact matrix IM, we generate two matrices: the new impact matrix IMC
and the threat classes matrix CM, as shown in Figs. 3.3 and 3.4. Thus, the MFC
extension (MFCE) has the following new formula:

MFCE =SToDPoICMoCM o PT (3.4)

The MFCE model represents a cybersecurity metric as a decision-making
technique to derive relevant decision-making security solutions. This quantitative

Fig. 3.3 The impact threat ICM | Threat classes

classes matrix structure cH I . CIr... I Cls+1
Components
C1 [ [

Prob that Component Ck
fails once threat Class Clr
Ch has materialized

Ch+1 [ |
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Fig. 3.4 The threat classes CM Threats
matrix structure
T1 B o I Tp+1
Threats classes
CiH
Prob of having Class Clr
Clr once Threat Tq has
materialized
Cls+1 [

decision-making metric allows selecting countermeasures per threats class rather
than a threat to better study and identify security threats.

5.2 IHlustration of the MF C Extension Model: Cloud
Computing System

We illustrate in this section the application of our new cybersecurity metric (MFC
extension model) on the same computing system in order to compare the derived
results.

We identity, firstly, the security requirements, the stakeholders and their stakes in
meeting these requirements, the architectural components, and the security threats
that affect the Cloud Computing system. Then, we used the matrixes ST, DP, and PT
defined in the previous section. These matrices are shown in Tables 3.1, 3.2, and 3.5.

5.2.1 The Impact Threats Classes Matrix

The following step in our model is to derive the impact threat classes matrix,
i.e., the derivation of the set of threat classes we wish to consider in our system.
We applied our hybrid threat classification presented in previous work [22] on
this case study to generate threat classes. In fact, we proposed in earlier work
[22] a dynamic and multidimensional threat classification model that allows better
defining and articulating of threat characteristics [18]. The model contains the
following criteria:

— Threat source: Origin of threat either internal or external.

— Threat agents: Agents that cause threats that can be human, accidental environ-
mental or technological.

— Security threat motivation: Goal of attackers on a system which can be malicious
or non-malicious.

— Security threat intention: The intent of the human who caused the threat that is
intentional or accidental.

Thus, the classes we have are presented in Table 3.12.
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Table 3.12 Security threat classes for Cloud Computing system

Security threat Classes description

IHMA Insider human malicious accidental threat
IHMI Insider human malicious intentional threat
IHNMA Insider human non-malicious accidental threat
IHNMI Insider human non-malicious intentional threat
OHMA Outsider human malicious accidental threat
OHMI Outsider human malicious intentional threat
OHNMA Outsider human non-malicious accidental threat
OHNMI Outsider human non-malicious intentional threat
EV Environmental threat

IT Insider technological threat

oT Outsider technological threat

Components in a system may fail to meet security requirements due to malicious
activity when a threat class is materialized. The ICM matrix represents eleven
columns, one for each threat class plus one for the absence of threats classes (NoC),
and ten rows, one for each component plus one for the event that no component has
failed during one period of time (NoF). The impact threats classes matrix is given
in Table 3.13 [18].

5.2.2 The Threat Classes Matrix

The threat classes matrix (Table 3.14) shows that each security threat belongs at
most to one threat class, that is, each threat has its proper characteristics. In CM
matrix, columns represent security threats (the last column represents the absence
of threat (NoT)), rows represent threat classes, and a cell CM(q, s) represents the
probability of having Class Clr once Threat Tq has materialized: if a class defines n
threats, then this is 1/n and 0O if it is outside.

We have catalogued fourteen distinct types of threats and eleven threat classes.
To compute the MFC extension (MFCE), we need to know the probability of the
attack class for each threat during 1 h. We need also to fill the values in Table 3.14,
they come from our empirical study [3].

Using the four Matrices (stakes, dependency, impact threat classes, and threat
classes) and the threat classes vector, we can compute the vector of mean failure
costs extension (Table 3.15) for each stakeholder of Cloud Computing system using
the formula:

MFCE =SToDPolICMoCMoPT (3.5)

The MFC vector is shown in Table 3.15.
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Table 3j15 Stakeholdef Stakeholders | MFCE ($K/h)
mean failure cost extension
PR 280.551
CS 63.856
GS 178.863
1S 0.065
Table 3.16 M FC lower Stakeholders | MFC ($K/h)
bound
PR 8.018
CS 1.824
GS 5.111
1S 0.001
:ablz 3.17 MFC upper Stakeholders | MFC ($K/h)
oun PR 1923.666
CS 437.846
GS 1226.416
IS 0.065

5.3 Validation of the MFCE Model

Using the same method presented in the previous section, we calculate the upper
and the lower bounds for the mean failure cost extension (MFCE) model.

Assuming that the system is secure, the probabilities of failure of system
components are very low see null. For this goal, we modify the impact threat classes
matrix ICM as follows: we put O for lines, 1 at the last column, and the last line is
made complementary to the columns and the equilibrium of the line. For an unsecure
system, we make the reverse of founded bounds.

We compute, finally, the lower bound vector of mean failure costs and the upper
bound vector of MFC as shown in Tables 3.16 and 3.17, using our new formula.

To validate our MFC extension vector (MFCE) presented in Table 3.15 for Cloud
Computing system, we propose to evaluate the stakeholders’ security costs in order
to decide if this system is secure or not. As we notice that the MFC values for
Cloud Computing system are lower than the average of the MFC bounds for each
stakeholder presented in Tables 3.16 and 3.17, so we can say that Cloud Computing
environment is a secure system.

6 Conclusion

Security represents a major problem for information systems and organizations must
estimate costs due to security breaches. Security risks are caused by various inter-
related internal and external factors. A security vulnerability could also propagate
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and escalate through the causal chains of risk factors via multiple paths, leading to
different system security risks. In order to estimate threats risks we propose three
models that are based on threats classification. The M FC;,,; and the M FC,,; are
based on the threat source dimension to identify the source of threat space. The
MEFCE enables a system’s stakeholders to quantify the risks they take with the
security of their assets and it is based on the HTC model. In addition, we propose to
qualify security breaches costs by suggesting a cost interval to classify the security
quantification for information system to decide whether the system is secure or not.
These security analysis models enable organizations to predict the financial costs to
lose due to threats breaches, which is validated via a case study.

‘We envision to develop an extendable quantitative security risk assessment model
that considers several threats dimensions to give more accurate security loss values.
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Chapter 4 ®
A Novel AckIBE-Based Secure Cloud oo
Data Management Framework

Dharavath Ramesh and Syam Kumar Pasupuleti

Abstract A smart grid of cloud includes various operations and other measures
like smart meters, smart appliances, and renewable energy efficiency resources.
The primary issues of this grid are how to manage various kinds of front-end
devices such as smart meters and power assets efficiently and also, to efficiently
process an enormous amount of data of participating devices. Since the cloud
environment possesses various properties like scalability, cost saving, energy saving,
and flexibility, it can serve as an efficient entrant to face these issues and challenges.
This chapter introduces a more secure smart cloud computing framework-based
AckIBE for data management, which we term as “Smart-Model.” The aim is
to construct a hierarchical structure of homogeneous and heterogeneous cloud
centers that delivers various types of computing services to support big data
analysis and information management. Furthermore, we introduce a security-related
solution based on acknowledgment identity-based encryption (AckIBE), signature
and proxy re-encryption to face critical security issues of the proposed framework.
Additionally, we introduce acknowledgments sent by the end-user to the provider
to ensure that the data have been received by the end-user and not lost in the
environment of cloud communication.

Keywords Cloud data - Secure management - Smart model - Identity-based
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1 Introduction

While comparing traditional power grids with smart grids, it is found that smart
grid models ensure improvement in terms of reliability, substantiality, and efficiency
of computing services [1]. Although smart grids provide various advantages to
electrical-related grids, their inclusion and accuracy is limited to smaller locations.
Various challenges and issues recommend that smart grids to be deployed in
larger capacities. Information management is concerned with the management of
gathering, storing, and processing the information [2—4]. At the same time, there is
needed to handle and manage large quantities of data that contain the selection,
deployment, and inclusion of the data, monitoring the data, and analysis of the
data of smart cloud models. Big data in the smart cloud models are created from
several sources. These sources can be utilization activities of the users; phase-wise
data used for storage and retrievals; data on energy consumption used by various
smart location meters; management, maintenance, and control over the data. Other
parameters also include network-related data acquired by operational devices such
as servers and virtual machines, not directly obtained through the measurement but
widely used in decision making.

The measurement of big data in terms of power utilities is increasing exponen-
tially. By the year 2020, it is estimated that the number of smart operational meters
of various cloud models of various continents will reach 650 million, whereas China
is predicted to install about 450 million smart operational meters by that date. Smart
grids usually require real-time processing, any delay in which may lead to a serious
consequence in the whole system.

1.1 Support of Cloud Computing

Cloud computing has various advantages such as energy efficiency, scalability,
flexibility, agility, and cost saving [5]. This has made it a significant model of
computing in the near future. The cloud in the form of smart models addresses
the issue of large-scale information and also responsible for a high energy and
cost saving platform. This is due to (1) high scalability in order to deal with the
amount of information being processed and (2) efficient utilization of resources in
the corresponding data centers. Cloud environment also yields faster computation,
efficient storage, and distributed computing facility to manage the big data. To
process the potential of big data, there is a need to acquire new data analysis
algorithms and approaches to manage the growth of enormous unexpected data.
With the help of under managed cloud infrastructure, a service provider can provide
better, cheaper, and more reliable cloud services to the consumers and end-users.
Some of the related properties of operational grid and some cloud models in the
form of smart-cloud models are analyzed to validate the relationship between them
[6]. Motivated by the work presented in [27], in this paper, we propose a secure
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Smart Cloud Framework (i.e., Smart Model) based AckIBE in the management of
big data in homogeneous and heterogeneous cloud data centers. This chapter has
threefold contributions:

 Introduction of smart-model: A framework based on cloud computing to perform
information management of big data in the form of smart models that gives
reasonable scalability as well as security.

* An identity-based encryption-based security solution is introduced for the pro-
posed smart-model of IBE and identity-based proxy re-encryption to provide
secure communication.

e We further introduce acknowledgments as AckIBE and show how messages
along with signatures and the acknowledgments are sent in a hierarchical cloud
environment from one level to another.

The rest of this chapter is organized as follows. Section 2 reviews the related
work. Sections 3 and 4 present the proposed Smart-Model with possible security
solutions. In a particular manner, Sect. 3 emphasizes the proposed methodology
of Smart-Model architecture while Sect. 4 emphasizes related solutions based on
ACckIBE. Section 5 illustrates the security solutions and Sect. 6 presents the related
schemes for secure framework. Finally, Sect. 7 demonstrates the security analysis
followed by conclusions and future scope in Sect. 8.

2 Related Literature

2.1 Security Approaches of Smart Model

Smart model management of information generally consists of three main tasks,
namely gathering, processing, and storing of information. For gathering of infor-
mation, since smart models accumulate huge information from different kinds of
devices located at different locations; several solutions have been introduced to
address this challenge [2, 4, 10]. To manage the challenge of interoperability, a
proposal to standardize the data structures is used in smart grids is proposed [11].
Since the deployment in smart grid is large, it suffers from several security
vulnerabilities [24]. Authors of [12-15] introduced different methodologies to
acquire the security challenges with respect to the processing of information of
smart meters. Wei et al. [17] respectively proposed to protect smart model against
cyber-attacks. Zhang et al. [16] proposed frameworks of security which are used in
controlling the consistency of the security requirements of all the components of
smart model. An authentication approach using digital signatures and time stamps
is proposed by Rogers et al. [18]. As discussed in [8, 19, 20], identity-based
cryptography is considered as a good candidate for secure cloud computing.
Authors of [21, 22, 28-30] introduced various security architectures for efficient
cloud data storage. A methodology proposed in [25] discusses identity-based
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signature (IB-S) schemes in the non-hierarchical-based environment of cloud. The
work proposed in [26] constructs an agreement protocol named IB-key in the
environment of general grid computation whereas the proposed work provides
security based on IB-encryption/signature and IB proxy re-encryption schemes to
the proposed model.

3 Basic IB Schemes

There are two different blocks in cryptography for the security of the Smart-Model,
namely identity-based encryption (IB-E) and identity-based signature schemes (IB-
S) which are available. Li et al. [25] proposed identity-based cryptography to
remove the need to check whether the certificates are valid in the traditional pub-
lic_key scenario. In the scheme of IB-E, the generator of the key named private_key
(PKG) with a reliable party firstly produces secret key called master_key (mk) and
a related parameter known as params.

The private keys are distributed in the form of digital certificates which are issued
in normal public key schemes. The PKG authenticates users and then sends them
the private keys with respect to their identities. Any sender who possesses IDrec
enciphers an original plain-text PT(M) into a ciphertext C by executing the Encrypt
algorithm. When ciphertext C is obtained, the receiver deciphers C by executing the
decryption algorithm taking input as the KIDrec, the private key received from the
party PKG.

Similarly, the description of an identity-based signature scheme [8] is proposed
as follows. As soon as the signer provides user identity IDsig, the party computes
the private_key as KIDsig with respect to the IDsig by executing the extraction
algorithm taking input as the secret master key mk. By executing the sign algorithm,
the signer signs with PT(M) to obtain a corresponding signature using KIDsig. Both
the IB-E and IB-S does not use digital certificates, but provide certification for the
each user. The user, who registered his/her identity and received his/her private key
can only decrypt using the decryption procedure or create a valid signature. The
signature scheme IB-S had already been proposed by Shamir [8], but the practical
realization of IB-E was achieved in [7]. Hierarchical identity-based cryptography
is the extension of identity-based cryptography [23] in such a manner that the root
PKG delegates private key generation and identity authentication to other users that
act as lower-level PKGs.

3.1 Other IB Schemes

The process of proxy re-encryption makes a proxy to change the ciphertext created
using the public key of Alice in such a way that the changed ciphertext can be deci-
phered using the private key of another party Bob. Ateniese et al. [20] introduced
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the first fully functioning proxy re-encryption scheme. After Ateniese et al.’s work,
numerous proxy re-encryption schemes with different functionalities have been
introduced. Ramesh et al. proposed an e-Stream-based secure dynamic updation
policy for secure cloud storage. In this, the authors examined a stream cipher
called ChaCha20 to provide the security for efficient data storage dynamically [21].
Xiaming Hu et al. proposed Secure and Efficient Identity-Based Proxy Signature
Scheme in the Standard Model Based on Computational Diffie-Hellman Problem
on proxy signature scheme [22].

4 Secure Smart Model

In this section, we illustrate the system construction with its architecture, component
views, and flow of information management. Smart-Model denotes a framework
that provides scalable, flexible, and secured transformation of data designed for
smart-models and uses cloud computing technology. Here, we have adopted an
idea to construct the model in three different layers of hierarchy as: Top-Cloud,
Regional-Cloud, and End-user levels. The first and second level consists of cloud
computing centers whereas the last level consists of end-user intelligent devices.
The cloud at the topmost level takes the charge of managing and handling the
participated devices and collection of data at various regional cloud centers. On
the other side, the regional cloud computing devices handle lower hierarchical
level located front-end intelligent devices, which are at a level lower than the
computing entities (centers) of regional cloud (i.e., Homogeneous region) with the
data transmitted from participating devices. Since smart grids are sensitive and
needed strict protection, information leakage of any kind should be prevented in
smart grids else it may lead to fatal consequences. In this framework, we further
introduce a security solution in the form of IB-Encryption, Signature, and IB proxy
re-encryption schemes [7-9]. The advantage of using identity-based encryption over
traditional public key encryption scheme is that the former uses identities instead of
digital certificate which depend upon public key infrastructure.

This saves the resource utilization for performing computation and resolve
scalability problems. Also, in order to ensure that data reach the destined receiver
and not get lost in the large cloud environment, we introduce acknowledgment to
be sent by receivers to the senders. These acknowledgments are also sent in an
encrypted form on receiving the acknowledgment the senders decrypt it and gets
the concerned information. The architecture used is drawn in Fig. 4.1.

4.1 Smart-Model: System Architecture

In this section, we brief about the proposed architecture. The overview of the
proposed model is shown in Fig. 4.2. This model includes a constructed grid, which
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Fig. 4.1 Architecture used in the system

is partitioned into segmented regions. A cloud computing center handles these
regions. The computing center is arranged and managed either by public or private
cloud offerings. The basic functionality of any regional center is to handle end-user
devices which are situated in the same locality (i.e., corresponding region) and also
to give a primary level of processing of data that comes from the participated active
devices. The main computing center at the top level is responsible to manage and
process the suitable information data for the participated grids. And also, the center
is responsible for the deployment of the following services that fall under cloud
computing.

Infrastructure-as-a-Service (IaaS) This service is provided with on-demand
basis, which makes resources available to all the applications and services deployed.
The basic functionalities of management in the proposed model such as collection
of data, processing, and storage are managed under this service.
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Fig. 4.2 Architecture of the smart frame

Software-as-a-Service (SaaS) This service deploys the required services of a
smart model at the top of the system. For example, required services that enable
customers to save and optimize their usage of energy [20], e.g., GPM.

Platform-as-a-Service (PaaS) This service offers different tools and library func-
tions responsible for the development of cloud computing services and applications.
Since there are numerous applications which are required to support various security
offerings to permit legal interceptions, it is convenient to have platform-as-a-service
that has these inbuilt requirements for the implementation of the applications.

Data-as-a-Service (DaaS) For providing relevant information for statistics pur-
pose, DaaS can be deployed. Smart grid data are usually enormously large in
amount. It serves beneficial to provide such statistics services for service users.

4.2 Component Views

In this framework, we propose four basic functional clusters as follows. These types
of services are illustrated in Fig. 4.3.

Information Storage All the information on smart grid collected from front-end
intelligent devices like smart meters, etc., are kept in main storage, which are
developed to get information from various modes of transportation with the help
of wired channel as well as wireless channel. The related statistics exist in the
corresponding cluster.
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Fig. 4.3 Functionality of cloud service clusters

User Services All the services that an electricity consumer uses fall under this
service. The examples include monitoring, controlling, and optimizing the use of
their electric utilization. This sort of service includes most of the SaaS and also
PaaS that provides libraries for user services.

Control and Management Services All services with respect to system manage-
ment like governance service, monitor, task scheduling, and security fall under this
category.

Electricity Distribution Services The services related to electricity distribution
fall under this category. Examples include optimization service, measuring quality
of service measurement, services pertaining to distribution.
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4.3 Flow of Information Management

As smart grids are supposed to handle the enormous amount of data, it is challenging
to efficiently manage the information flows in the system. In our proposed Smart-
Model, a centralized service is suggested to manage the flow of information. The
required inputs are taken from the clusters which are in service and other statistics
such as size of the data and the time at which the data are entered into the cluster.
Taking these inputs, the service creates a basic schedule of information flow. The
schedule gives the description of the beginning and end of information flows and
also how their processing is done (i.e., type of operations used on the flows with
their locations). For execution, participated centers with their corresponding clusters
need to go through the schedules.

It is important to notice that since the amount of information and related requests
in the model may vary time by time, every flow has got an elapsed time. Once this
elapsed time expires, a new schedule has to be inclined and sent to the participating
centers again. A related smart model flow is shown in Fig. 4.4.

Filtered Information Flow ‘a’

[
»

User Services
Information Storage (filter
information flow ‘a’) Calculated Infor

. .. Information Flow ‘d’
according to condition

Raw Information Flow ‘¢’

.
»

Management Services

Information Storage (Perform a cal- Information Flow “e

culation on information flow ‘b’)

Distribution Services

Fig. 4.4 Flow of information schedule
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5 Security Solutions for Smart Model

5.1 Model Description

In this section, we assume the following parameters while realizing the security
framework. The working of this framework is illustrated in Fig. 4.5 in the form of
proxy re-encryption methodology.

* There exists a generator of private PKG that issues private keys for the entities
participating in the hierarchy whenever they register. It is assumed that the party
PKG is responsible and possesses the capacity for maintaining the Smart-Model
generally at different levels with reliable credentials.

* Unique strings are used as IDs to identify the existing cloud at the top level and
end-users assigned. These are used as either to encrypt the original message or
to verify the signature.

* Every participating entity receives its related private key based on the identity
which can decipher the ciphertext that includes the confidential data.

» Every participating entity sends an encrypted data to the entity that is participat-
ing its peer level. So, the end-user can send the data to the regional cloud entities.
Similarly, the entities present in the regional cloud are able to send encrypted
data to the cloud existing at a higher level.

* Every participating entity authenticates shared data through its private key
received from PKG.

* Every level, which receives the data, can send the acknowledgment to the sender.

Cgerva: Re-encrypted

Data for Service A
Storage > Q

Information .
Service A

Cjs: Encrypted Dat:
ing Information Stgr-
age’s ID

Service B

Request to process data on

End-User Service A, B and C

Fig. 4.5 Proxy re-encryption
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Fig. 4.6 Hierarchical architecture

Based on the above assumptions, we construct the architecture as depicted in
Fig. 4.6. The hierarchy of the top cloud contains distribution services, management
services, and power stations. The top cloud manages the regional clouds. These
regional clouds contain basic user services and storages of information. Below
regional clouds, there exists a lower hierarchy of smart (intelligent) end-user
devices.

5.2 Key Generation

Setup With the help of a parameter y, the PKG produces a secret key, also known
as master key mkey and a parameters’ set params. This params is distributed to
end-users and all the clouds.

Extract_TCKey: After getting the identity TC of top cloud, the party PKG
produces a private key Krc, in correspondence with the identity TC by executing
Extract(), the extraction algorithm of the private key in which TC is taken as input.
It is represented as:
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Kic < Extract_TCKey (params, mkey, T C)

Extract_ISKey: After getting a IS as Information Storage’s identity, the PKG
produces a private key Kjs, with the identity of IS by executing the extraction
algorithm of private key Extract() in which IS is taken as input. It is represented
as:

Kis < Extract_ISKey (params, mkey, IS) .

Extract_ServiceKey: After getting Service A’s identity ServA in the regional
cloud, the PKG produces a key Kj,a as private key in correspondence with the
identity ServA by executing Extract(), the extraction algorithm of the private key in
which ServA is taken as input. It is represented as:

K.rva < Extract_ServiceKey (params, mkey, ServA) .

Extract_EUKey: After getting the identity EU of top cloud, the party PKG
produces a private key Kgy in correspondence with the identity EU by executing
Extract(), the extraction algorithm of private key in which EU is taken as input. It is
represented as:

KEU < Extract_EUKey (params, mkey, EU) .

5.2.1 Encryption to Top Cloud

a) Encrypt_to_TC: Any information storage can encipher M, an original message
into a ciphertext Ctc by executing Encrypt(), the IBE encryption algorithm
taking input as Information Storage’s identity TC and params. We represent the
encryption as follows:

Cis < Encrypt_to_TC (params, TC, M) .

b) Decrypt_TC: The top cloud deciphers the obtained C (Ciphertext) to deciphered
message M by executing Decrypt IBE decryption algorithm with the key Kic
generated in correspondence with the information storage’s identity 7C. The
decryption is presented as follows:

M <« Decrypt_TC (params, Krc, Crc) -
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5.2.2 Encryption to IS

(a) Encrypt_to_IS: Any end-user can encipher M into a ciphertext Cjs by executing
Encrypt(), the IBE encryption algorithm taking input as identity IS of Informa-
tion Storage and params. We represent the encryption as follows:

Cis < Encrypt_to_IS (params, 1S, M)

(b) Decrypt_IS: Any regional cloud can decipher the obtained ciphertext C to M by
executing IBE decryption algorithm with its private key Kjs in correspondence
with its identity S. This represents the decryption as follows:

M <« Decrypt_IS (params, Kis, Crs)

5.2.3 Proxy Re-encryption

(a) RencKGen: The storage of regional cloud produces a re-encryption key
RencKjs —>seva by taking input as Kjg, the self-private key, IS, ServA.
This is represented as:

RencKis — serva < RencKGen ( KI& IS, ServA)

(b) Re_encrypt: The ciphertext Cis is re-encrypted with the help of the re-
encryption key RencKjs — serva and receives a ciphertext Cgerva. This process
is represented by CServA <— Re_encrypt (RenKjs sserva > Cis)-

(c) Decrypt_Service: The service A deciphered ciphertext Cgerya with the help
of its private key Kserva. It is represented as M <« Decrypt_Service( K'SCWA,
CScrvA)~

5.2.4 Signature Generation by Top Cloud

(a) Sign_TC: Any user at end level is able to produce a signature § for the original
message (M) with the help of the private key Kjs with respect to its identity
TC. This is represented as follows: 6 <— Sign_TC(params, K’IS’ M).

(b) Verify_TC: Verification of the signature § of message M with the help of
identity of the end-user and parameter params. This is represented by w
< Verify_TC(params, IS, §,M). The result w denotes “acceptance” or “rejec-
tion.” Verification of the signatures produced by a service in a regional cloud is
done in a similar manner.
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5.2.5 Signature Generation in Regional Cloud

(a) Sign_IS: End-user produces a signature § for the original message M with
the help of the key generated as Kjg with respect to its identity IS. This is
represented as follows:

8 <« Sign_IS (params, KIS, M) .

(b) Verify_IS: Verification of the signature § of message M with the help of
identity of the end-user and parameter params. This is represented by d
< Verify_IS(params, IS, §,M). Verification of the signatures produced by a
service is done in a similar manner.

5.2.6 Signature Generation by End-Users

(a) Sign_EU: End-user produces a signature é for the original message M with the
help of the key K. with respect to its identity EU. This is represented as
follows:

8 <« Sign_EU (params, KEU, M) .

(b) Verify_EU: Verification of the signature § of message M with the help of
identity of the end-user and parameter params. This is represented by d
<Verify_EU(params, EU, §,M). The result d is either “accept” or “reject.”

Acknowledgment by the Regional Cloud Any level, whether topmost cloud,
regional cloud or the end-user can send the acknowledgment to any sender level.
It is also sent in an encrypted form so that the recipient can decrypt it. The same
encryption procedure is used.

6 Schemes for Secure Framework

The framework discussed below uses an IBE scheme [6] and identity-based proxy
re-encryption scheme [1]. Both the schemes use a bilinear pairing e: G X G -> Gr.
Here, the groups G and Gr are of prime order, which has the following properties:

e Bilinear: Vr, s € Z;‘;, e(g",h’) =e(g,h)".
* Non-degeneracy: It follows: e(g, h) # 1.
¢ Practically, e must be computable.
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6.1 Confidentiality

The below-mentioned parameters propagate the knowledge of generating keys.

Key_Setup: The group PKG produces G and Gt of order p as a prime and an
admissible pairing e: G X G—Gr, a generator geG and a hash function H;:
{0,1}+— G and H>:G7— {0,1}" for a positive integer n where n is the size of the
plaintext. We then take random a where acg". The top cloud sets secret master
key mkey = u and a set of public parameters params = (G,Gr,e,g,a,H;,H>). The
parameter params is distributed to top, regional, and end-users by PKG.
Extract_TC_Key: After getting the identity of top cloud TC, the PKG calculates
HI(TC)" €G and returns the private key Kie= HI(TC)".

Extract_IS_Key: After getting the top cloud’s identity IS, the PKG calculates H1
(IS)" € G and returns the private key Kjs = HI(TC)".

Extract_Service_Key: After getting the top cloud’s identity ServA, the PKG
calculates H1 (ServA)" € G and returns the private key Kserva = HI(ServA)Y.
Extract_User_Key: After getting a user’s identity EU, the PKG calculates H1
(EU)" € G and returns the private key Kty = HI(EU).

6.1.1 Encryption to Top Cloud

Extract_to_TC: A regional cloud entity can encipher an original message M with
the help of params parameter and the identity TC of top cloud using following
calculations. Take random value v where, v €Z,;,. Calculate C1 = gV and C2 =
M. e(a, HI(TC))". Later, we get output ciphertext as Ctc = (C1,C2).
Decrypt_TC: With the help of private key Ktc = HI1(TC)Y, the top cloud can
decrypt a received ciphertext Ctc = (C1,C2) into M, where M = C2/(e(Cl,
Krc)).

6.1.2 Encryption to Information Storage

Extract_to_IS: Any regional cloud entity can encipher an original message M
with the help of the top cloud’s identity TC and parameter params and using
following calculations. Take random value v where, veZ,. Calculate Cl1=g" and
C2 = M. e(a, HI(TC))". Later, we get output ciphertext as Cis = (C1, C2).
Decrypt_IS: With the private key Kjs = HI(IS)", the top cloud can decrypt a
received ciphertext Cis = (C1,C2) into M, where M = C2/(e(Cl1, Kis)).

6.1.3 Proxy Re-encryption to Information Storage

RenKGen: A Re-encryption key is received by an information storage possessing
identity as IS by calculating RenKjs.>serva = (RKj, RKj, RK3). Here we
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compute RK; = g* and RK; = L.e(a, H{(ServA))* and RK3 = Kis™' . Ha(T).
We take random x €Z,. and L €Gr,

e Re_encrypt: We have the Re-encryption key RenKjs >serva = (RK(, RK>, RK3).
The ciphertext Cis = (C1,C2) is re-encrypted by service A and a new ciphertext
is calculated as Cgerya = (C1,C2,e(C1,RK3),RK1,RK?2).

e Decrypt_Service: Let Ceerva = (C1’, Cp’, RK7’, RKy”) = (C1, C2.e(C1,RK3),
RK, RK)).

Since we have Kgrva = HI(ServA)", the service A calculates L = RKj’ /
e(Kserva, RK1”). Later, we calculate M = C,’ / e(C;’, Hp(L)).

6.2 Authentication Service

Following is the description of the IBS scheme that makes use of IBS scheme Gentry
and Silverberg has drawn from bilinear pairings.

Key Generation Another hash function represented as Hy : {0,1}* — G will be
used in the signature generation. We have a master key of PKG as ug and a public
parameter’s set params = (G, GT, e, g0, b, H1, H2). Here, we take b = gouo as
random. We have similar computations of extraction of key to regional cloud and
top cloud as that of scheme of IBE.

6.2.1 Signature Generation by End-User Cloud

Sign_EU Every regional cloud computes a signature o for the M with the help of its
private key Ktc (= K:gluo). First, calculate gi= H(EU) €G and gy = H;(EU,M)
€ G. Then choose w randomly as w € Z,, and calculate 91 = K. gy and 92 =g
Later, we get signature d=(01,02) as the output.

Verify_EU Any participating entity can perform verification of the signature 9 for
the message M with the help of the params parameters and EU, the identity of the
top cloud. For verification a verifier checks whether e(gp, 91) = e(b, g1) e(32, gm)-

7 Security Analysis

The IBE scheme’s correctness can be proven easily. The proof of the scheme is as
follows. Let Cserva = (C1’, C27, RKy 7, RKy') = (Cy, Cz, e(C1,RK3), RKy, RK)).
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RK» /e (KsewA, RK; ) = RK; /e (Hj(ServA)", RK))
= L.e(u, H; (ServA))*/e (Hl(ServA)“, RKI)
= L.e(g", H; (ServA))* /e (Hl(ServA)“, RKl)
= L.e (Hi(ServA)", g*) /e (H(ServA)", RK)
=L.

Gy /e (€. Ha (1)) = C2.¢ (€1, RK3) /e (C, Ha (1))
= Cp.e (C1,Kis™'.Hz (L)) /e (C1, Ha (L))
=Che (C], K]S_l)
= M.e(a, H; (IS))".e (C1, Kis ')
=M.e (", H;(1S)") . (C1, Kis™!)
=M.

The validity of the verification algorithm of the signature scheme can be proved
as:

e (g0.01) = e (g0, Kigly)
=e((g0. K ) -e(go0.8})
= e (g0, 81") e (g8, gm)
=e (g 81) e (85’ gm)
=e (b, g1) e(92,gm)

7.1 Customized Platform

We provide a particularstate of the transition through the usage of the platform.
We have participated entities as Top cloud, entities in the Regional Cloud and
end-user. The scenario shows private key generation of the entities, Signature
Generation and Encryption, Decryption and Signature Verification, Acknowledg-
ment sent by a sender and received by the receiver. Let the confidential message
be “SMS8||75KW||Kolkata.” The scenario is represented in Fig. 4.7, in the below
manner.

8 Conclusions and Future Scope

This chapter introduces a secure framework (i.e., smart model) which is a general
framework used for managing big data information in smart grids. The proposed
framework is based on cloud computing technology and is formulated at three levels
of hierarchy, i.e., top, regional, and end-user levels. The top cloud manages the
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Fig. 4.7 Basic Operations of the model. (a) Registration of entities in Regional Cloud, Top Cloud,
End-user, Service A. (b) Signature Generation and Encryption by the sender. (¢) Decryption and
Signature Verification by the receiver. (d) Acknowledgment Sent by the receiver to the sender. (e)
Acknowledgment received by the sender. (a) First step: The entities of two clouds and end-user are
registered and their private keys are generated. (b) Second step: In the second step: The meter of
the smart_model uses the regional center identity to encipher its confidential message with respect
to the daily consumption of electricity. Along with this, a signature is also generated based on IBS
scheme and both the encrypted message (ciphertext) and the signature are sent to the Regional
center (server). (¢) Third step: The received message is decrypted by the regional center using
its generated private key and also verified for authentication using a verification process of IBS
scheme. (d) Fourth step: The regional center sends an encrypted acknowledgment to the sender
(here smart meter). The encryption and decryption process is done by using the same IBE scheme.
(e) Fifth step: The smart meter receives the acknowledgment by decrypting the received data
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regional cloud whereas every regional cloud handles data got from various front-
end intelligent devices. Since the cloud environment needs a security solution,
two strategies named identity-based cryptography and identity-based proxy re-
encryption have been provided. Thus, the proposed security framework is scalable,
flexible, and secure. Additionally, we applied acknowledgment scheme so that the
sender receives the feedback from the destined receiver to ensure that the data is not
lost and has been delivered successfully. We have also described the architecture
showing that how entities in regional cloud, top cloud, and end-user interact and
transfer confidential data, signature, and acknowledgment within the system.

The efficiency of this framework can be further extended by using Identity-
Based proxy signature scheme in the standard model based on the Computational
Diffie Hellman Problem. This provides tight security reduction and more complete
security, including resisting the delegator attack. It has more efficient performance
and less computational cost than other similar existing schemes. Also, apart from
this scheme, Identity-based Conditional Proxy Re-encryption can be used. This
scheme is secure against the chosen ciphertext and identity attack in the random
oracle model.
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Chapter 5 )
A Practicable Machine Learning Solution e
for Security-Cognizant Data Placement

on Cloud Platforms

Rahul Vishwanath Kale, Bharadwaj Veeravalli, and Xiaoli Wang

Abstract While designing data placement strategies for cloud storage platforms,
data security and data retrieval time are two equally important parameters that
determine the quality of data placement. As these two parameters are generally
mutually conflicting, it is imperative that we need to strike a balance between
data security and retrieval time to assure the quality-of-service promised by the
network/cloud service provider. To guarantee the data integrity of data stored on the
network storage nodes in case of any threats or cyberattacks, the placement strategy
should be adaptable to incorporate the threat characteristics. This is achieved by
integrating machine intelligence to the network prone to attacks to identify the most
vulnerable threat type for each node. This objective forms an imperative addendum
to the attack resilient and retrieval time trade-off strategy (ARRT) strategy proposed
in the literature to deploy as a practicable solution for a service provider. A set of
Pareto-optimal solutions which strikes a balance between retrieval time and security
based on inherent network properties by ARRT will be our initial condition for
our machine learning model in this work. We take a radically different approach in
which we attempt to identify the most vulnerable threat type for each node in the
recommended Pareto-optimal solutions to minimize data loss through appropriate
refinement of the existing data placement. This is achieved by supplementing the
evolutionary algorithm with a machine learning model and we refer to this integrated
and complete approach as security-cognizant data placement (SDP) strategy. In this
study, based on the relevant performance metric that includes data integrity which is
a measure of robustness, we evaluate and quantify our performance through rigorous
discrete event simulations on arbitrary cloud topologies and demonstrate the impact
of a neural network in delivering a superior performance.
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1 Introduction

With data-driven applications on the rise, fast and secure storage space is need of the
hour. Usefulness of such applications is usually characterized by the efficiency with
which it can obtain the accurate outcome. Customer data based financial systems,
sensor data-driven Internet of Things (IoT) based systems, driverless autonomous
vehicles in smart city initiatives rely on continuous processing of large amount of
data. Due to the sensitivity of information handled by these systems and the overall
concerns regarding security and privacy of cloud storage solutions, organizations
take a more cautious approach for entrusting cloud storage as viable choice for
their sensitive data. On the other hand, the data handled by large-scale applications
demands a scalable storage system with quick response time.

Strategic data placement can be effective in simultaneously addressing both of
the issues, time performance and data security, by striking a trade-off between them.
The cloud service provider (CSP) can implement these strategic data placements
through a data placement decision unit (as shown in Fig.5.1) such that elite
customers can be assured maximum security for their stored data as per their
service agreement. Data fragmentation [5, 9, 12, 14] is a popular technique used to
achieve data security by splitting the file in smaller chunks of data and distributing
it over the network. Fragmentation ensures that even if the attacker gets hold of
a single fragment of data, no meaningful information is divulged. To improve
the data retrieval time, data replication [2, 4, 16, 18] is one of the widely used
techniques. By distributing multiple copies of the same data within the network, data
retrieval time can be reduced as there are more potential sites to retrieve the data.
Recent studies [8, 10, 13, 17, 20, 21] in cloud storage security and performance
improvement address these two problems individually. Strategically combining
the data fragmentation and data replication can assist in addressing both the data
security and retrieval time concerns simultaneously albeit with trade-offs among the
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two. Cyberattacks such as Trojans, Denial of Service (DoS), Distributed Denial of
Service (DDoS), Packet Forging Attacks, Application Layer Attacks, Fingerprinting
Attacks [7, 11] can lead to data compromise or data loss on a cloud storage system.

Each storage node on the cloud may host multiple applications and hence each
node is susceptible to various kinds of threats and vulnerabilities. The information
about the most likely threat on each node within given data placement solution,
based on the applications hosted on the nodes as well as the historical information
regarding the attacks on the network, may assist in improving overall security and
quality of the data placement solution. The attack information can be obtained
through logs in the network [1]. To identify the most potential threat for a
given node, machine learning techniques can be quite useful. Machine learning
approaches [3, 6, 22] can be used to classify the nodes in different threat categories
depending on the applications hosted on the node and frequency of application-
based attacks. They can be trained using attack graphs or attack models [24]
designed to target a particular application or vulnerability. By using machine
learning techniques, system can be made scalable and can be effectively applied to
various cloud topologies. Such scalable and adaptive data placement strategies can
be useful for addressing cloud storage security concerns in smart city applications
[15, 26].

Our recent work reported in [25] conclusively demonstrated that ARRT, which
obtains a set of Pareto-optimal solutions, offers users a balance between desired
security and the retrieval time. We further assess the suggested placements using
machine learning approaches, to assist in deciding placement of individual data
chunks for improving the security. Although our solutions guarantee minimum
retrieval time and maximum security level, the proposed scheme needs to be
adaptable to maintain the data integrity in case of any threats. Only then the entire
strategy would be a practicable approach. Hence, to make the study complete, our
contributions in the paper are as follows:

— We attempt to use machine learning to classify the most vulnerable threat type
for each node in the recommended placement solutions.

— We will present the types of features used to train the neural network as well as
the overall strategy followed in the design.

— We evaluate the proposed strategy through extensive discrete event simulation
model on cloud storage systems.

To the best of our literature knowledge, this study is one of its first kind to use
a machine learning approach that takes into account attack characteristics explicitly
for simultaneously optimizing the time and security performances.

The rest of the paper is organized as follows: In Sect.2, we explore different
technologies that are related to data security and time performance on cloud-
based systems. In Sect. 3, we formulate the problem to be addressed and describe
the system. In Sect.4, we describe the neural network used to identify the most
vulnerable threat type for each node. We illustrate the effectiveness of the proposed
SDP strategy in Sect. 5 before concluding the paper in Sect. 6.
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2 Related Work

Strategies for optimal data placement addressing data security and data retrieval
problems have been extensively investigated in the literature.

Boru et al. in [2] utilize data replication in datacenters to improve the overall
quality-of-service (QoS) by reducing the network delays and bandwidth usage with
special focus on optimizing the energy efficiency. Data replication was effectively
used to address key issues such as data availability, response time, and network
congestion. Data replication is used for performance enhancement in [16] through
combination of two strategies, first strategy to improve the QoS and second to
minimize the replication number and cost. The authors in [4] present a policy for
data replication specifically on a computational cloud environment which improves
availability of the access to the data files and therefore improves the overall fault
tolerance. These strategies which focus on improving the retrieval time performance
by replication do not address the data security issue arising from additional data
copies. Mansouri proposed new replica replacement approach to improve execution
performance, network usage, replication frequency in data grids to maintain QoS
while considering the security factors in [18]. The dynamic replica management
approach selects a replica based on factors such as previous replica access, replica
size, number of accesses, and security attributes to maintain response time and
security. However, the solution suggested with this strategy does not provide users
a choice to select a data placement solution that satisfies their time and security
requirements, which is an important consideration of our proposed SDP strategy.
Hudic et al. in [9] propose a data fragmentation approach to provide security and
confidentiality for data stored on cloud platforms by classifying the data accord-
ing to user requirements into different confidentiality levels to utilize selective
encryption, thereby making this approach comparatively efficient to general data
fragmentation and encryption. Work in [5] proposes enhanced data fragmentation
technique to maintain data confidentiality even when data dependency exists among
the data fragments. The information leakage issue is addressed by representing and
solving the problem of minimum and closed fragments as constraint satisfaction
problem. Data fragmentation is used to ensure sufficient data separation to avoid
full encryption and to provide extra secrecy for distributed storage systems in
[12]. However, these strategies do not take data retrieval time into consideration as
additional overhead is involved in combining the data fragments. For cloud servers,
different data fragmentation techniques such as simple fragmentation, predefined
pattern, random pattern, encryption with random pattern were compared in [14]
based on their worst case execution times for different file formats. Thus, we can
strategically fuse data fragmentation and data replication in our proposed SDP to
address both data security and retrieval time concerns simultaneously.

The data placement problem for geographically distributed cloud storage envi-
ronment is addressed in [21] by proposing a data placement, using mixed integer
linear programming, to reduce overall cost while satisfying the performance and
latency constraints. Khalajzadeh et al. in [13] propose a graph-partitioning based
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approach to optimize social media data placement to minimize data storage cost
fulfilling the required latency requirement. However, these approaches do not
address the data security aspect for the recommended data placement solution.
Data placement strategy proposed in [8] utilizes data replication to improve the
performance of an Infrastructure as a Service (IaaS) cloud system by replicating
smaller partitions, instead of entire dataset, over the entire network. This proposed
strategy improves the robustness of workload misprediction and reduces the storage
requirements; however, it does not address the security issue arising due to data
replication. The authors in [10] propose a data placement strategy focusing on
minimization of storage cost in collaborative cloud storage environment satisfying
the scientific user requirements, data size, and other dependencies. This integer
linear programming model provides cost-efficiency but fails to address the issue
of data security. Matt et al. presented a heuristic optimization approach in [20] to
suggest a data placement solution in a cloud-based storage system. This approach
provides storage cost reduction and latency optimization while satisfying the
QoS constraints by monitoring data access patterns to arrive at the optimized
solution. Data security for intermediate data generated in a scientific workflow
is addressed by data placement algorithm based on ant colony optimization in
[17]. The algorithm identifies data centers ensuring maximum data security for
intermediate data in terms of data confidentiality, data integrity, and authentication
access. However, data retrieval time aspect is not addressed in strategy formulation.

Machine learning techniques are utilized in different applications for cyberse-
curity. Various machine learning based methods such as artificial neural network
(ANN), Bayesian network, clustering, decision trees, evolutionary computation,
support vector machine, hidden Markov model(HMM), etc. are suggested in [3] for
cybersecurity intrusion detection. The authors have also provided a comprehensive
list of datasets for training the machine learning models for intrusion detection
at different network levels. An intrusion detection system (IDS) presented in [6]
uses an ANN to analyze the collected information of an IoT system to identify a
DoS attack. Internet packet traces were used to train the ANN and the performance
was validated using a simulated IoT network. Saied et al. in [22] utilized ANN to
identify and protect against known and unknown DDoS attacks using the network
traffic characteristic features that differentiate DDoS attack traffic and genuine
traffic. Using both old and up-to-date pattern datasets for training the ANN, the
algorithm was implemented in real physical environments to accurately detect
DDoS attack with a limitation of DDoS attacks involving encrypted packet headers.
Thus machine learning techniques such as ANN can be quite useful in cybersecurity
applications. Unlike the recent data placement strategies which target either data
security or time performance individually, our SDP-recommended data placement
refined using machine learning provides optimized time performance with enhanced
data security by ensuring data integrity and data availability [19] in case of
cyberattacks. The authors in [26] emphasize that sensitive user identity data from
transportation, healthcare systems, intelligent surveillance systems within smart
city needs to be safeguarded against information compromise and privacy leakage
through unauthorized access and cyberattacks. However computational overhead
involved in ensuring the data security poses a major challenge in increasing the
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overall efficiency as massive data processing is required in smart city applications.
Li et al. in [15] present a mobile-cloud framework to address the user privacy
leakage in smart cities by preventing the data overcollection. The active approach
aims to maximize releasing user operation pressure and completely mitigate the
data overcollection problem. However, the impact on time performance due to
the implementation of this framework was not considered. Thus utilizing data
placement strategies that focus on both retrieval time performance and data security
for cloud storage platforms such as SDP can be quite advantageous even for smart
city applications.

3 Problem Formulation and Data Placement Optimization
Model

3.1 Problem Description

As mentioned in the introduction, in this paper, we attempt to incorporate learning
ability in the system to enhance the data placement quality by clearly capturing
attack characteristics. For the sake of continuity, we now present only the problem
formulation and give the ARRT algorithm used in this paper from our earlier works.
Interested readers may refer to the finer details in [25].

We consider a cloud storage system consisting of N storage nodes, denoted

as V. = {vg,v2,---,vy}. A symmetric matrix £ = (e;j)Nxn represents the
connections among N nodes, where a physical link connecting v; and v; nodes
is indicated by e;; = ej; = 1, whereas ¢;; = e;; = 0 means that there is no direct

connection between the nodes v; and v;. The topology of the system can be denoted
as a graph G(V, E), where V and E are the sets of vertices (storage nodes) and
edges (connection links), respectively.

The volume of data D is divided into n chunks where «; withi = 1,2,--- ,n
denote the size of i-th chunk. Let H = (h;;),xm denote a data placement solution,
where h;; € H represents the j-th copy of the i-th chunk stores on the A;;-th node
and m denotes the total number of data copies.

Suppose there are r;; number of read requests submitted from access point v; for
data chunk «;, where r;; # 0.

Based on actual large-scale cloud platforms, the access points/nodes and storage
nodes in the system are part of different levels of architecture. Let the total number
of requests from node v; for chunk & be r;j, wherei =1,--- ,Nand j =1,--- ,n.
Given a data placement solution H and a set of reading requests (rij)nxn, We
can obtain its corresponding retrieval time 7 (H) and security factor S(H) (to be
defined later in this section). Now, the impending challenging issue is searching for
an optimal H* that minimizes data retrieval time while providing maximum security
level. We address this problem by first formulating the objective functions of 7'(H)
and S(H), on the basis of which we shall establish a multi-objective optimization
model.
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3.2 Retrieval Time

We assume that, when a read request comes, all the chunks of a file need to be
retrieved. The total time required for data retrieval will be equal to the time taken to
retrieve all of the required chunks, which can be represented by

N n N n
T(H)=) Y "Tj(H) =Y > (rij xaj X zis;) (5.1)

i=1 j=1 i=1 j=1

where N is the total number of nodes in a system that can be regarded as access
points, while n is the total number of chunks.

3.3 Security Factor

In a given network G = (V, E), the betweenness centrality of node v; is defined as

Six(vi)
ci = E Z —]S- =, (5.2)
J=1, k=jt1, DIk
J#L kF

Here, N is the number of nodes in network G, S is the total number of shortest
paths between nodes v; and vg, and S (v;) indicates the number of shortest paths
between nodes v; and vy that pass along node v;.

The vulnerability of nodes storing the data is largely influenced by two factors—
first is the extent of possible data loss due to attack on a single node storing the
data; the other is the geodesic distance between any two nodes that both store a data
chunk. Based on this fact, security factor S(H) will be given by

S(H) = Ad(H) x , 53
(H) (H) Ac(HD) (5.3)
where the average geodesic distance of Ad(H) can be computed as
{1xm nde ) )
Ad(H) = ==L ==L 0 (5.4)
nxm)y(nxm-—1)/2
The average centrality Ac(H) is given by
n m nxm
| — = Chl" —
AC(H) — Zlfl Z]*I o Zk—l Cqx . (55)

nxm nxm
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Note that the security level function S(H) is to be maximized, so it is equivalent
to minimizing its reciprocal 1/S(H), hereafter referred to as “inverse of security.”

3.4 Multi-Objective Optimization Model

With the objective functions of retrieval time and security level given in (5.1)
and (5.3), respectively, here, we build a multi-objective optimization model for
optimal data placement on cloud storage systems.

N n
min T (H) = n}}nzz (rij x aj X zi;),
i=1 j=1
1 . (nxm DY e

min S H nxm nxm
( ) H 22 Z dqz qj

where

H={hjli=12,---,n, j=12,--- ,m}withh;; € {1,2,---, N}.
2. g =hij,wherek=(G(—-1)xm+j,i=12,---,n,and j =1,2,--- ,m

Subject to: Vi, j € {1,2,-- ,n x m}, g; # q;.

3.5 Multi-Objective Optimization Algorithm

Since the two objectives in the proposed model conflict each other, there does
not typically exist a feasible solution that minimizes both T(H) and 1/S(H)
simultaneously. The best trade-offs among conflicting objectives can be defined
in terms of Pareto optimality [23]. In our proposed approach ARRT, we encode
an individual as a feasible data placement solution directly. That is, an individual
H is an n x m matrix, where h;; € H represents that the j-th copy of the i-th
chunk stored on the A;;-th storage node. A feasible individual H should satisfy that
hij € {1,2,---, N} and there should not be any identical elements in H.

3.5.1 Crossover
In ARRT, we first adopt two-point crossover on parents H' and H? to produce two

infeasible offsprings O! and O? and then fix them based on a mapping relationship
between H' and H?. This procedure is given in [25] as crossover operator.
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3.5.2 Local Search Procedure

In order to improve convergence speed of the proposed algorithm ARRT, we
introduce a local search operator in local search algorithm, which consists of two
sub-algorithms—algorithm for optimization of retrieval time and algorithm for
optimization of security level, all of which are referred in [25].

3.5.3 Complete Framework of Algorithm ARRT

Let A',---, AL be a set of evenly spread weight vectors in the objective space
and x! = (xll, x21) and x2 = (xlz, x%) be the boundary reference points found
till now in the evolutionary process, where xll and x% are the minimum values of
the first and the second objective functions found so far, respectively, while le and
xl2 are the maximum values of the second and the first objective functions in the
current population. The problem of obtaining the PF of the proposed model can
be decomposed into L scalar optimization subproblems by using the normalized
Tchebycheff approach [27]. Thus the objective function of the i-th subproblem with
i=1,---,Lis given by

MIT(H) — x| A5|1/S(H) — x3]

2 T 1 2
X=X Xy =X

g(HAi,xl,xz) = max

The proposed ARRT minimizes all these L objective functions simultaneously. The
framework is described in Algorithm 1.

3.6 Proposed Security-Cognizant Data Placement (SDP)
Strategy

The SDP strategy to obtain the data placement recommendation with enhanced
security proposed in this paper is as shown in Fig.5.2. The general description of
each component shown in Fig. 5.2 is as follows:

— Cloud/network graph: The cloud storage system consisting of a set of storage
nodes is modeled as a network graph.

— Attack resilient and retrieval time trade-off strategy (ARRT): ARRT strategy
takes into consideration inherent network properties such as betweenness central-
ity, link speeds, node storage capacity, internode separation, etc. to obtain a set
of data placement solutions providing a trade-off between data retrieval time and
data security.
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Algorithm 1 Attack resilient and retrieval time trade-off strategy (ARRT)

Input: The number of the subproblems: L, a uniformly spread of L weight vectors: A!, - -, AL,

L

the number of neighborhood of each weight vector: Nb, mutation probability: pr,,, a stopping
criterion.

Output: Pareto Front.

1:

(Initialization): Compute the Euclidean distances between any two weight vectors in
{Al, ,AL} to obtain the Nb closest neighbors, denoted as B(i), for each weight vector
Al withi =1,2,---, L. Randomly generate L individuals according to the encoding scheme
as an initial population {H 1 ..., HL}. For each individual H’, calculate T (H') by (5.1) and

security level S(H 5} by (5.3). Initialize reference points x! and x2 as xl' = x% = 00 and

le = xl2 = —o0. Let the generation number ¢ = 0.

//Evolution:

fori=1,2,---,Ldo
: (Crossover): Randomly select two indexes p and ¢ from B(i), and then apply crossover

operator given by Crossover Algorithm [25] on H? and H? to generate two new offsprings
0" and 02

: (Mutation): Apply mutation operator on O' and O? with mutation probability pr,, to

generate O3 and 0.

: (Local Search): Apply local search operator given by Local Search Algorithm [25] on O3 and
( pply p g y g

0* to produce four improved offsprings 0%, 0°, 07, and 08.

: (Update): For each newly generated offspring O € {O5 ,00,07, 08}, firstly update reference

points x! and x2, and then for each j € B(), if g(O)J,xl,xz) < g(H-fAj,xl,xz), set
H/ =0.

: end for
: Stopping Criteria:

— If the termination condition does not hold, then go to step 2; otherwise, find out all non-
dominated solutions in the current population and output the Pareto Front.

Placement recommendations based on inherent network properties: ARRT
recommends a Pareto-optimal set of placement solutions, each solution consists
of number of nodes dependent on number of chunks and number of replicas.
Network attack information: The network attack information comprises of
different types of threats based on the applications hosted and attack history for
each node. This information can be obtained using the logs in the system [1].
The network attack information will be updated periodically and hence it can be
considered as dynamic factor useful for improving the security.

Neural network: The neural network utilizes dynamic network properties, such
as frequency of the attacks of each threat type and types of applications hosted
on each node, during its training phase. The training data required for the
neural network will be generated using attack model described in Sect.4. The
machine learning model used for identification of threat type will be multilayer
perceptron (MLP) with single hidden layer and logistic sigmoid function as
activation function. MLP follows the process of supervised learning through
backpropagation.



5 A Practicable Machine Learning Solution for Security-Cognizant Data. . . 121

Cloud / Net- Network Attack
work Graph Information

Y

Attack Resilient
and Retrieval
Time trade-off

strategy (ARRT)

\

—> Neural Network
A

Y

Y
Threat Classifi-
cation for each

recommended node

Placement Rec-
ommendations
based on inherent
network properties

Y VY

Placement Recom-
mendation with
Enhanced Security

Fig. 5.2 Process flow for SDP strategy

— Threat classification for each recommended node: Using the neural network,
each node from the recommended placement solution will be classified into its
most vulnerable threat type. It will help in enhancing overall security of the
data placement solution, also serving as an input to adjust the weights during
the learning phase.

— Placement recommendation with enhanced security: This is the final output
of the system. By using the combination of recommended placements and the
additional information, CSP can precisely select a particular node to place the
data chunk so as to maximize the data security within the placement. By avoiding
the replica placement of same data chunk on nodes with same vulnerability, CSP
can minimize the data loss in case of a cyberattack.
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4 Machine Learning for Enhanced Security

4.1 Threat Types

Different applications will be hosted on each node in the given cloud network.
Each application may be susceptible to different kinds of threats. Consider a cloud
network that hosts a set of applications denoted by A and vulnerable to threat
types denoted by T such that A = {aj,az,---,a,} and T = {t1,12, -, 1n},
where aj, as, -+, a, represent the applications and 1, t, --- , #, represent the
threat types. Here we assume that not all nodes will host all the applications. CSPs
or network administrators can safeguard against either individual applications or
individual threats, i.e., they can follow either software-focused approach or threat-
focused approach for protection against network cyberattacks as described in [1].
Consider one such example of threat-focused approach shown in Fig.5.3. Threat
type #1 can be potentially used to affect applications aj, a3, and a4 and hence nodes
hosting any of these applications are vulnerable to threat type #;. Therefore, in order
to protect against threat type 71, all nodes hosting any of these applications need to
be safeguarded.

In software-focused approach, as an example shown in Fig. 5.4, application a; is
vulnerable to threat types #1, 2, and f3. Assume there is another application a; which
is vulnerable to threat types f5, 5, and t¢. Therefore, if a node hosts both applications
a1 and ay, it can be exploited using any one of the threat types t1, 12, 13, #5, Or 6.

Depending on the applications hosted on the node and the frequency of attacks
exploiting a particular threat type, we can identify the most vulnerable threat type
for that particular node. This information will be used to enhance the security of
data placement.

Fig. 5.3 Threat focused ty
approach

ay as ay
Fig. 5.4 Software focused t to ts
approach

a;
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4.2 Machine Learning Model
4.2.1 Motivation

In order to identify the most likely threat type for each storage node, different
parameters or features (described in Sect. 4.2.2) for each node need to be evaluated.
If new storage nodes are added in the network or as the new threat types are being
detected within the network, the underlying threat identification system must be
updated without incurring additional overheads through any complex computational
procedure. To achieve this sophisticated near real-time requirement, it is only
a learning entity that can automate this process. This means it will utilize the
relevant threat information periodically or as and when required, in its learning
process. Different cloud topologies are adopted by different CSPs according to
their preference and available resources and hence the likely threat identification
system should be deployable irrespective of the topology adopted. Machine learning
based implementation will be able to ensure the versatility of system as its design
is independent of network topology. Thus, there is a clear motivation to augment a
neural network to achieve the above-mentioned requirements.

4.2.2 General Description

The machine learning model used for the identification of most vulnerable threat
type will be multilayer perceptron. The features or inputs to the neural network will
be as follows:

— Applications hosted on the node: There is one input corresponding to each
application available on the network. If that application is hosted on the node,
then value of input corresponding to that application will be 1 else it will be 0.
Even though each application can be susceptible to different vulnerabilities, there
may be a case where two more applications are vulnerable to same threat type.
In such a case, that node will be most likely to be exploited using that particular
threat type. Therefore, it is important to know the applications hosted on each
node. For example, if the number of different applications hosted on the network
is 4, then A = {ay, a3, a3, a4} and each node will have four inputs corresponding
to the number of applications hosted on the network. Suppose, a particular node
hosts only a; and a, the input values or feature values of application inputs
corresponding to a1 and a; will be 1, whereas same for a3 and a4 will be 0 for
this node.

— Frequency of attacks exploiting the threats: Only knowing the applications
hosted on a particular node is insufficient to determine the correct threat type
that it is most vulnerable to. Attackers tend to exploit certain threat types by
repeatedly targeting the same vulnerability over a period of time. Therefore, it
is essential to know attack frequency exploiting each threat type on a particular
node. Nodes hosting the same applications, but having different attack history
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information may be vulnerable to different threat type, which is a key point in
using these frequencies as input features for machine learning. There will be
one input each corresponding to the frequency of attacks for each threat type. In
order to normalize frequency input within the range 0-1, attack frequency bins
are created. The feature value is incremented in steps of 0.2 corresponding to
number of attacks.

Note that the inputs or features are selected in such a way that, for each detection
of attack on a node, features related to only that node need to be updated. In this
way, during each update, write operations are kept to a minimum.

4.2.3 Attack Model and Training Data

To generate the training data required to train the neural network, an attack model
was designed and implemented to obtain threat labels corresponding to the node
feature set. We generate an attack model that fully adheres to situations wherein
a node is subject to application-based attacks as exemplified in [7]. Thus, as with
real-life scenario, the system trained using this particular attack model will be able
to maintain the data integrity and prevent the data loss due to application-based
attacks. While designing the attack model, to capture real-life scenarios, following
assumptions and ideas were used to generate realistic quality training data.

— Not all the nodes will host all the applications. Therefore it is less likely that
entire network will be disrupted in offering the service to clients.

— Hosted applications and the corresponding threats to potentially exploit them are
known to the network administrator or CSP.

— For selecting a node to attack for a given threat type, we select the nodes which
host more number of applications exploitable using that threat type.

— If certain vulnerabilities need to be exploited using repeated attacks, we increase
the attack frequency feature value appropriately.

— Update the attack frequency feature values and corresponding threat type label
of the node after the attack.

We use the above methodology to generate training data described in Sect. 5.

For the system hosting six different application with three possible vulnerabili-
ties, the performance of the neural network trained using this attack model is shown
in Table 5.1. The overall accuracy of the system was found to be about 80%.

Table 5.1 Performance of

Threat types | Precision | Recall | F1-score
neural network

0 0.78 0.75 0.76
1 0.81 0.81 0.81
2 0.82 0.83 0.83
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4.2.4 Utilization of Output

The output of neural network will classify each placement node in one of the k threat
types such that #; € T described earlier in Sect. 4.1. Depending on the replication
factor m and the number of data chunks #n in each file, we will have total P number
of nodes in each of the placement solution where P = m * n.

Depending on the distribution of applications within the network, since only a
fraction of P nodes will belong to the same threat type, the quality of data placement
can be identified and key decisions regarding more secure placement can be taken
using this fraction. Let F be defined as the ratio of maximum number of nodes
belonging to the same threat type to the total number of nodes in the placement
solution. Therefore, this fraction F can be mathematically represented as

F = max(N,)/P,

where N;, is the number of nodes belonging to threat type f; for each # € T.

For a data placement to be safe against a particular cyberattack, there needs to
be at least one copy of each data chunk available for retrieval. Suppose data chunk
k and its replicas k1 and k» are placed on nodes with vulnerable threat type #;. If
the network is attacked targeting the threat type 71, all the copies of a data chunk &
are lost and entire data can no longer be retrieved which will result in a complete
data loss for that particular file. Therefore if more than (m — 1) * n number of nodes
belong to same threat type # in a given data placement solution, that placement will
result in data loss, if the system is attacked by exploiting threat type #;. Hence, in
order for the placement to be safe, we need F' < (m — 1)/m. When F satisfies this
condition, at least two replicas of each chunk can be placed on nodes with different
threat types, thereby safeguarding against complete data loss and preserving the data
integrity. We evaluate the influence of this factor F' on data placement and integrity
through rigorous discrete event simulations in the next section.

5 Experiments and Performance Evaluation

We conducted extensive performance evaluation studies on cloud platforms. For
previously proposed ARRT strategy [25] performance evaluation, the sizes of data
chunks were randomly chosen between from 150 to 300 units. The transmission
time between a pair of nodes for a unit size of data was normalized according to the
network specification.

For the sake of continuity, we present a typical output obtained through ARRT in
Fig.5.5 [25].

Each point in the graph refers to a placement solution consisting of number of
nodes equal to product of replication factor and number of data chunks for the file.
To demonstrate how robust each set of placements would be, against an attack in
terms of the number of storage nodes that can get compromised yet assuring the
data integrity, we carried out an extensive discrete event simulation.
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Fig. 5.5 Output of ARRT

Based on the methodology described in Sect. 4 on our attack model, we generated
a total of 7000 attack events on a network of size comprising 200 nodes. In our
evaluation, similar to a real-life scenario, an attack on a node implies that the
attacked node is unavailable for communication/storage and hence the data on the
attacked node is no longer available for retrieval. We define the robustness factor as
the percentage of attacks sustained successfully by preserving at least one copy
of all the chunks for retrieval. This robustness factor will serve as a metric for
the comparison between placements suggested by ARRT and SDP. The number of
nodes attacked in each case belongs to the same threat type and hence maximum
number of nodes that can be attacked in each scenario will be equal to F * P.
For this experiment, we fixed the value of replication factor m as 3 and number of
chunks n was set to 10. ARRT strategy solution corresponds to random distribution
of data chunks and their replicas over the set of nodes recommended as the data
placement solution. On the other hand, for SDP strategy, the data chunks and their
corresponding replicas are placed according to output obtained from neural network
as described in Sect. 4 instead of random distribution over the same set of nodes as
ARRT strategy. We now demonstrate the influence of machine learning approach
in improving the robustness of data placement solution using different range of F
values which helps to determine the quality of the data placement.

1. F<1/m

For a small value of F, specifically less than or equal to 1/m, the data placement
quality is good as evident from Fig. 5.6. In this example, at most ten nodes belong to
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Fig. 5.6 Robustness comparison for F' < 1/m

the same threat type and hence for small number of nodes attacked, ARRT strategy
performs reasonably well. However, as the number of attacked nodes increases,
robustness of ARRT placement gradually starts decreasing. On the other hand, in
case of solution provided by SDP, the robustness is significantly high and consistent.
The information provided by the learning model in SDP regarding threat types of
each node can be effectively used to avoid placing replicas of same data chunk
on nodes with same threat type. Such data placement is more likely when the
applications hosted are well distributed over the network so that less number nodes
will have same type of vulnerability.

2.1/ m< F<(@m-—1)/m

The quality of data placements with 1/m < F < (m — 1)/m is not as good
as previous case; however, it is still within the limit for a potentially safe data
placement. In our example, in the worst case scenario, there could be up to 20 nodes
that belong to the same threat type and hence when compromised can result in data
loss for ARRT placement. As shown in Fig.5.7, for ARRT placement, as number
of attacked nodes increases beyond 10, the robustness starts to deteriorate rapidly
as with high number of nodes susceptible to same threat type, ARRT placements
tend to place all replicas of same data chunks on similar nodes, thereby affecting
the robustness of the placement solution. Since F is still within the safety limit, the
robustness of more secure data placements suggested with the help of SDP remains
consistently superior than ARRT as shown in Fig. 5.7. Such a value of F may occur
on networks where the distribution of applications is inconsistent, thereby resulting
in many nodes being susceptible to same threat types.
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Fig. 5.8 Robustness comparison for F > (m — 1)/m

3. F>m—1)/m

In order for the placement to be completely safe, F' needs to be less than or equal to
(m — 1)/m as established in Sect. 4. However, if F is greater than (m — 1)/m, the
quality of that data placement solution decreases rapidly as evident from Fig. 5.8.
This is an example of poor and inadvertent distribution of applications, which
should be avoided by the CSP to provide reliable quality-of-service. If many similar
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applications are hosted on most of the nodes in the network, it could lead to a
major disruption if attacker exploits that particular vulnerability, thereby resulting
in disjoint network scenario. It may be noted that data placement assisted by SDP
delivers superior performance than ARRT placement (when the number of attacked
nodes is less than 20 in our experiment). However, robustness performance of data
placements suggested by both strategies decreases sharply with increasing number
of attacked nodes as shown in Fig. 5.8. This clearly justifies the fact that, in order for
the data placement to be safe and reliable, F' should remain within the acceptable
limit.

6 Conclusions

Data security and retrieval time are two key performance metrics for every storage
system. Specifically on cloud platforms, due to constant threat of cyberattacks, data
security needs are to be given special attention. In this paper, we enhanced a multi-
objective optimization data placement strategy which strikes a trade-off between
data security and retrieval time. This is achieved by augmenting the fundamental
ARRT algorithm with an artificial intelligence paradigm to significantly improve the
data integrity and security, thus making the entire strategy a practicable approach.
As an example, we considered application-based attack types in our simulations
and specifically designed a training model that enables a neural network to learn
the threat features which will be used to classify as per the most vulnerable threat
types. Our proposed SDP approach assists the service provider in refining the data
placements nodes suggested earlier by ARRT, thereby enhancing the robustness and
quality-of-service to the users. To the best of our literature knowledge, the study
presented here is the first-of-its-kind to demonstrate the impact of a neural network
for large-scale networked storage systems that simultaneously considers data
security and data retrieval time. Although this study serves as a clear demonstration
of what a machine learning model could promise to enhance the performance, as an
immediate extension, one could use other learning models such as SVM/rule-based
techniques to further optimize the performance.
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Chapter 6 ®
Threats Behind Default Configurations oo
of Network Devices: Wired Local

Network Attacks and Their

Countermeasures

A. Vizquez-Ingelmo, A. M. Moreno-Montero, and F. J. Garcia-Pefialvo

Abstract Network devices not only allow users to build powerful local networks
but also to protect them, their data, and their communications from unwanted
intruders. However, it is important to give special attention to security within local
networks, since internal attacks could be catastrophic for users. Internal security
can be overlooked once the belief that all efforts and resources should be focused
on protecting users from external intruders has been established. That belief is
dangerous since it can foster the misconfiguration of internal network devices,
providing a network infrastructure based on weak settings. This chapter should serve
as a summary of a series of local network attacks as well as their countermeasures
through the right configuration of the network devices. The attacks will be presented
through a set of practical scenarios emulated on GNS3 to clarify their impact and
consequences. Also, countermeasures will be discussed to illustrate their impact on
networks and the advantages and disadvantages of their application.

Keywords LAN - Security - LAN attacks - GNS3 - Network devices

1 Introduction

Network devices are increasingly sophisticating their features to provide a better
quality of service (QoS), performance, scalability, and, of course, to strengthen
security regarding network access and communications. These devices not only
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allow users to build powerful local area networks (LANS) but also to protect them,
their data, and their connections from unwanted intruders.

By introducing highly manageable devices in local networks, personnel in
charge of communications can design advanced topologies to support complex
requirements regarding connections and data flows. However, the possibility of
configuring large sets of features may lead to the miss of interesting or even
essential functionalities. What is more, having so many options to configure can
be overwhelming, ending up in focusing on configuring just a minimal set of basic
features. A basic configuration may be seen as enough for networks with a low
volume of requirements, but local protection is an aspect that must not be neglected.

Local networks contain personal computers, shared resources, and many data
flows; and these data flows could contain valuable information given the widespread
use of cloud computing [1] or the Internet-of-Things [2], for example. Protecting
all these elements from external attackers is essential, either through cryptography
[3, 4] or through powerful firewalls. However, focusing all concerns on external
protection may overlook the security inside the local network. Local network
protection is also crucial; there are many attack vectors within local networks that
can be easily exploited by attackers if they have access to the local infrastructure,
and it is not always possible to trust all the internal users of a local network. For that
reason, ignoring LAN protection could be catastrophic.

Attacks originated within local networks target at accessing critical resources, at
obtaining personal information like passwords and even target at denying services.
Installing network devices as configurable switches and routers can add security
layers in contrast with hub-connected networks or networks based on basic switches,
where access may be even easier.

That is why network devices, besides being their productivity limited when not
leveraged, could be even a threat. Delivered from manufacturers, these devices
usually come with a set of default settings seeking to ease the plugging and
launch of the network infrastructure. These settings may compromise the network
and generate security holes. It is a trivial task for an attacker to research the
default settings of the network devices and exploit their vulnerabilities to bypass
a network’s defenses.

For these reasons, it is important for administrators and users to check and test the
default settings of newly introduced network devices before their actual deployment.
It is also crucial to know about potential attacks within LANs and understand proper
network devices’ configurations, their functionalities, and their benefits.

This chapter aims to present a summary of the most common and dangerous
LAN attack vectors that take advantage of network infrastructures’ settings. Every
attack’s theoretical foundation will be described to subsequently show the behavior
of the network under each attack and their effects through practical scenarios.

Practical network scenarios allow consolidating knowledge by having a broader
view of what is happening on different elements of the network infrastructure
and to face real-world challenges. However, the resources (mainly referring to
physical network devices) can be limited when facing these challenges; the variety
of possible topologies and settings to be studied makes the utilization of practical
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scenarios for exploring these concepts a complex approach, as advanced network
devices are not always affordable and building a variety of real topologies is time-
consuming.

However, it is possible to rely on some software solutions to address these issues.
Network simulators and emulators provide reliable features to build virtual network
infrastructures and explore the communications and interactions of their devices
in-depth. In particular, GNS3 (https://www.gns3.com/) [5] is a network emulator
that offers a vast set of possibilities regarding the deployment of virtual network
infrastructures. By designing different topologies, a collection of scenarios can be
established to test the effects of LAN attacks within a safe environment.

To complete every simulated scenario, a set of countermeasures for every attack
will be presented by explaining the concepts behind the mitigation techniques as
well as the advantages and disadvantages of applying the countermeasure.

It is essential to take into account that not any countermeasure for an attack
is the most suitable for a specific infrastructure. Some kinds of countermeasures
mess with the overall capabilities of the networks, like their scalability, flexibility,
or performance. There is not a global right solution for each attack. Administrators
should discuss which defense fits best with their network requirements.

The rest of this chapter is structured as follows. Section 2 describes the
background in which the work is framed, as well as the functionalities and benefits
of the available network simulators and emulators, introducing the tool used in this
chapter for emulating scenarios: GNS3. This section also points out the existing
applications of network simulators and network emulators for computer networking
training courses. In Sect. 4, a set of significant network attacks are explained and
executed within emulated network topologies, to introduce their countermeasures
subsequently. Section 5 discusses the LAN vulnerabilities previously presented and
the viability of their mitigation techniques. Finally, the conclusions of this chapter
can be found in Sect. 6.

2 Background

2.1 Local Network Vulnerabilities

Local network attacks are the most effective manner to compromise personal
communications [6]. LAN wired technologies like Ethernet are popular [7] because
of their simplicity and their easy configuration, but this simplicity has a price;
functionality and self-configuration are priorities over security, provoking the
emergence of vulnerabilities that can be exploited through attack vectors.

Network protocols were mainly designed to be functional, scalable, and efficient,
overlooking security aspects [6, 8]. However, the continuous increase of communi-
cations and data flows (and their worth) has encouraged the emergence of attackers
driven by the goal of stealing valuable and personal information. Having access to a
weakly configured wired LAN, an intruder could gain access to sensible data, deny
local services, and even penetrate legitimate personal computers connected to the
network [9].
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The belief that all efforts and resources should be focused on protecting users
from external intruders is dangerous since it can foster the establishment of weak
settings on internal network devices; delegating all of the infrastructure’s protection
on border firewalls. Of course, this external protection is crucial, but it cannot be the
only concern for network administrators.

The transition from hub-connected Ethernet networks to switched Ethernet
networks can raise the overall security, by having a dedicated segment for each host
and reducing the shared segments that devices such as hubs provoked. However,
switches are not a full solution for protecting wired networks; in fact, they open up
space for more vulnerabilities if not correctly configured. The ease of deployment
of network devices and their instantaneous functionality can relegate to a second
place an in-depth configuration.

Knowing about network security is not only a task of advanced administrators;
any individual in charge of network infrastructure, no matter its dimension, should
be aware of the configuration of their devices, focusing on security. That is why it
is important to educate not only administrators but also users on security concepts.
Understanding vulnerabilities and attack techniques, as well as their consequences,
are essential to avoid the most important security threats.

LAN attacks involve different methods to compromise communications, but they
mostly take advantage of the standard operation of network protocols, mainly at the
link layer (the second layer of the OSI model). Attacks such as ARP and DHCP
poisoning, Man in the Middle (MITM), session hijacking, resource exhaustion,
VLAN hopping, among many more, are simple, dangerous, and popular methods
for compromising Ethernet segments, as previous surveys on LAN security have
pointed out [10].

Other resources, like Cisco certifications such as CCNA (Cisco Certified Net-
work Associate) that not only validate a series of associate-level contents in
computer networking areas such as routing, switching, wireless, among others but
also in the security field, exemplifies different attack vectors that can be executed
on LANs [11].

These resources have been consulted to select the most significant scenarios
regarding LAN security and replicate them through network emulators, with the
goal of obtaining a summary with a practical approach of the most dangerous wired
LAN vulnerabilities and security solutions.

2.2 Network Simulators and Emulators

As it has been introduced, network simulators and network emulators provide a
solution for training, avoiding the necessity of purchasing physical resources, which
are likely to be costly. Simulators and emulators mainly differ on the strategy
to replicate the behavior of the target; on the one hand, simulators model and
implement this behavior to be available in a virtual environment, and on the other
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hand, emulators enable a system to execute the binary images of another system,
allowing the host system to behave exactly like the original would act under any
circumstances.

Relying on simulation software enables freedom regarding the exploration of
different topologies. These tools reliably imitate real hardware, being the behavior
of the devices almost as seen in real-world scenarios. Monitoring the network is
also easier and more intuitive, being one of the most valuable benefits of simulating
network scenarios; by controlling all the devices through a single tool, users are
allowed to have a full and detailed view of the infrastructure and its connections,
with also the possibility of easily capturing and inspecting the transmitted packets
through the different links between devices. This feature makes debugging more
intuitive by deeply understanding how data flows work in different situations.

However, there are some drawbacks; although network simulators provide the
functionalities to generate complex topologies, it is important to take into account
that performance and some compelling features of the virtual infrastructure might
be limited by the machine in which the network devices are being simulated.
But the major drawback comes from the fact that some functionalities might not
be implemented within the simulation software, and some behaviors might not
be exactly as in reality, which may generate confusion around the concepts seen
through the simulations.

On the other hand, network emulators provide all the benefits listed before, but
they rely on real-world operating system (OS) images, allowing the emulation of the
target hardware functionalities on another independent hardware platform. These
features make the emulated scenarios more real since the functionalities of the
devices are only limited by their OS image features.

There exist different tools for simulating and emulating network devices and for
building topologies with them. However, two particular tools stand out: Cisco Packet
Tracer (a network simulator) and GNS3 (a network emulator).

Cisco Packet Tracer (CPT) is a command-line interface level simulation tool
developed by Cisco Systems as a part of their Networking Academy [12]. Through
a graphical interface, CPT allows users to build virtual network topologies and
explore them as well as their data flows. Their functions, however, are limited to
a set of features.

Moreover, GNS3 is a network simulator that provides an environment with
almost no limitations regarding the functions of the devices [5]. To emulate the
devices, users must have original Cisco Internetwork Operating System (IOS)
images [13]. GNS3 supports any command or parameter that the selected Cisco
IOS supports [14]. Also, GNS3 also supports the virtualization and the connection
to networks of hosts with different operating systems through virtualization software
such as VMware [15] or VirtualBox [16].
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2.3 Computer Networking Training Based on Virtual Scenarios

Training based on practical scenarios in computer networking areas has already
been used. Given the abstract and highly theoretical concepts behind computer
networking, the necessity of applying practical approaches to understand this
field profoundly is plausible [17]. Network simulators/emulators provide safe
environments to explore and experience the workflow of network protocols and the
behavior of the devices composing the infrastructure under different conditions.

Using simulation tools as Cisco Packet Tracer or emulation tools like GNS3 has
proved to be beneficial to foster knowledge acquisition about computer networking
[17-25]. That is why these tools can be seen useful not only to introduce network
security and vulnerability concepts but also to raise awareness about the hazards
of misconfigurations in local networks and consolidate knowledge regarding the
protection of wired LANs.

3 Materials and Methods

For this chapter, GNS3 has been selected as the tool for emulating the scenarios,
given the fact that the attack vectors that will be described rely on specific tools
that cannot be found on CPT. This condition makes it necessary to virtualize hosts
with these tools and malicious exploits installed on their operating systems. In other
words, it is necessary to connect virtualized hosts to the simulated networks, which
is one of the features of GNS3, as already explained before. Also, the choice of an
emulator over a simulator brings the scenarios closer to reality.

The scenarios will be based on Cisco devices, meaning that the syntax of the
executed commands will follow the corresponding Cisco IOS rules. Nevertheless,
the theoretical foundation in which the scenarios will be framed is not linked to a
specific operating system. These scenarios will be preconfigured to count with the
DHCP protocol, avoiding the static configuration of IP addresses every time the
scenario is used.

The Cisco appliances used to emulate the network equipment throughout this
chapter are:

* Routers: Cisco 7200 appliance (c7200-adventerprisek9-mz.124-24.T5.image)
* Switches: Cisco IOSvL2 appliance (vios_I2-adventerprisek9-m.03.2017.qgcow?2)

Also, VMware has been selected as the virtualization software for emulating
hosts. The operating system for the hosts was Kali Linux (64-bit, 2018.3 version),
given its suite of tools for penetrating and exploiting vulnerabilities.

In respect of the tools used for compromising the virtual topologies, the following
have been selected taking into account their purpose, and they will be described
when they are to be used in the scenarios:
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e Dsniff tool suite

* Macof

e Arpsoof (Dsniff tool suite)
» Ettercap

e Yersinia

e Icmpush

* Hping3

e dhepx

The selected scenarios will be presented incrementally following a simplified
version (5-layer version) of the OSI model [26], omitting the session and presen-
tation layers, starting from the link layer and finishing at the application layer.
However, a section focused on the security of the network devices themselves is
first presented to address threats on the access of these essential elements.

The choice of attacks to be presented is based on security surveys [10] and other
resources such as Cisco guides and courses [11, 27, 28].

4 Local Network Attacks

This section covers a set of practical scenarios with different goals. Through these
topologies, different attack vectors can be explored in detail, as well as the solutions
or countermeasures to mitigate them.

4.1 Device Security

Network devices are the foundation of any network infrastructure. They can be
managed and configured to fit into different requirements. These devices are
delivered with factory settings that most of the times are enough to initiate a
functional network infrastructure. However, these settings, as will be presented
throughout this chapter, default settings are not recommended because of their
capacity of generating security holes.

To modify the devices’ default settings, personnel in charge of the network need
to access the equipment and execute the necessary commands to achieve desired
configurations.

Access to these devices must be restricted to prevent unwanted intruders from
modifying established settings. Also, device settings should be protected from
reading; although writing privileges were thoroughly safeguarded, knowing the
exact configuration of the network infrastructure opens up a whole world of
possibilities for an attacker, being able to research vulnerabilities or security holes
on the current settings to subsequently exploit them without the necessity of
modifying any network configuration.
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For these reasons, it is important to count on robust device configurations
regarding its access policy and privileges [29]. Otherwise, an attacker could
compromise the established network security policy.

In this subsection, some general guidelines to harden the network devices to
avoid unwanted accesses to these critical elements are presented. The following
security measures compose a simple outline of tasks to be done to ensure the
network devices’ protection; however, there exist more advanced features like the
AAA framework, monitoring, access control lists (ACLs), etc., to add more security
layers that are out of the scope of this chapter [30].

4.1.1 Global Protection

By default, accessing the privileged level of a device to start their configuration is
straightforward, since this privileged mode is not protected. These issues, of course,
need to be addressed to avoid unwanted users to modify the configuration of the
devices.

One of the first tasks regarding the security of the network is to protect the
privileged level by configuring a password. The following snippet shows an example
of configuration:

Device (config)# enable secret <pass>
Device (config)# login block-for <b_seconds> attempts <num> within
<a_seconds>

The previous snippet configures a password to access the privileged level and
also configures different parameters. The login process will be blocked during
<b_seconds> if a <num> of wrong access attempts have been detected within
<a_seconds>.

This configuration is essential and should be among the first configuration com-
mands fired on newly installed devices. The “block-for” action prevents malicious
attacks such as DoS flooding attacks that take advantage of the behavior of the device
when processing the login functionality: by flooding the device with a vast amount
of login petitions, it could be possible to drain its resources, provoking a system
crash.

Other attacks that this configuration could prevent are the so-called “dictionary
attacks” [31]. These attacks seek for gaining privilege access and compromise
the devices. A dictionary attack is a process that uses random combinations of
usernames and passwords until the right one is found by automating the attack
through scripts, generally. That is why blocking the connection when some failed
login attempts have been detected is essential.

Finally, although the blocking policy and passwords have been set, the lasts are
stored in plain text by default. Password encryption must be enabled to modify this
dangerous behavior.
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4.1.2 Console Connections

Sometimes, factory settings only allow the devices’ first-time connections through a
physical port (such as the console port) until remote connections are configured.
These devices can be protected by default usernames and passwords. Default
passwords must be modified, since the username/password pair for a particular
device can be quickly discovered after a fast search on the Internet, meaning that
any user with bad intentions could access the network infrastructure.

To address this simple but dangerous vulnerability, it is necessary to change the
default login data or to protect the console lines if not even default login credentials
are set.

This protection is achieved through the following lines.

Device (config)# line console 0

Device (config-line)# password <pass>

Device (config-line)# exec-timeout <minutess>
Device (config-line)# login

These commands specify that the access through the console port will be
protected by the defined password. Also, an inactivity timeout could be defined to
deactivate the line once the time has expired. Finally, it is essential to specify that
the password check will be done at login. After these commands are fired, next time
someone tries to access a device, a login page will be prompted.

4.1.3 Remote Connections

On the other hand, network devices allow the possibility to access them remotely,
which is more useful as it does not require a physical connection to the devices.
However, there are some considerations regarding remote connections.

The default protocol to perform these connections is generally Telnet [32], which
is by nature insecure given its lack of encryption regarding its communications. An
attacker could sniff the network traffic and perform malicious actions to compromise
the devices’ configurations. That is why remote connections should be made through
a more secure protocol, such as SSH [33], which allow encrypted connections.

To utilize SSH as the protocol to execute remote connections, it is important first
to generate a pair of RSA keys and then prevent non-SSH connections under VTY
lines.

Device (config)# line vty 0 <num>
Device (config-1line)# transport input ssh

It is also possible to define access control lists (ACLs) to have more fine-
grained protection on these lines and avoid unwanted hosts even to try to establish a
connection. Network administrators should ensure that no connections to the devices
are made through insecure protocols, and perform the required actions to limit the
access.
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4.2 Link Layer

Link layer attacks need special attention; not only because of their nature but also
because they allow attackers to perform more elaborated attacks, being the basis of
profoundly harmful exploits [34].

These attacks focus on layer two devices (bridges, 2-layer switches, etc.).
Switches are a useful manner of segmenting local area networks and therefore, to
provide an extra layer of security by having a dedicated segment for each machine
connected to these devices.

However, to provide their functionality, switches rely on some techniques that are
not entirely secure, opening up security holes when leveraged by attackers. The key
concept behind switches is their content addressable memory tables (CAM tables,
also known as MAC address table).

To prevent these devices from acting like hubs (i.e., flooding all traffic through all
the connected ports, which is hugely insecure since any connected device could sniff
network traffic not intended for them), switches store a correspondence between the
MAC address and the source port of the incoming data frames. By storing these pair
of values, switches can forward the network traffic uniquely to the port in which
the receiver is connected, avoiding forwarding data systematically through all links,
and therefore, segmenting the local network.

The MAC/port correspondence is stored in the switches’ CAM tables. Thus,
attackers mainly focus on how to corrupt these correspondences to being able to
sniff traffic that was not intended for them. As it will be described, a switch’s
CAM table corruption is extremely dangerous, being the basis of Man in the Middle
(MitM) and spoofing attacks.

On the other hand, a popular and essential layer two protocol is also on the
focus of intruders: the address resolution protocol [35]. This protocol allows hosts
to know the IP/MAC addresses correspondence of another device to initiate a
communication. By forging data frames with a fake address correspondence, an
attacker can poison the devices’ ARP tables, taking advantage of this situation, as it
will be detailed on the spoofing attacks Sect. 4.2.2.

Finally, although trivial, another type of attack can compromise a switch’s
behavior: the CAM overflow attack, which is focused on the resource exhaustion
of the switches. To end this section, a highly valuable layer two feature will be
addressed: the virtual local area networks (VLANS).

4.2.1 Spoofing Attacks

Spoofing attacks aim at forging network data frames to impersonate legitimate hosts
[36], as their name suggests. The power of these attacks comes from the design and
nature of the ARP protocol and the possibility of forging fake network data frames.

The ARP protocol is based on ARP request messages that request information
about the MAC address of a particular IP address. These messages are broadcasted,
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and the target host would respond with an ARP reply if their IP address is the one
the sender was looking for.

The main issue comes from the fact that the ARP protocol is stateless, and a host
could send gratuitous ARP replies (i.e., ARP replies that do not answer a previous
ARP request). By forging these ARP replies, an intruder could “poison” the ARP
caches or the CAM tables of the network devices, being capable of sniffing the
victim’s network traffic.

This simple workflow can lead to dangerous attack vectors such as the Man In
The Middle (MITM) attack and the port stealing attack, which will be illustrated in
the following subsection.

Man in the Middle (MITM)

The idea behind the MITM attacks is basically that the attacker is situated in the
middle of a communication, generally a victim host and the LAN default gateway
[37]. To achieve this situation, an attacker can take advantage of the aforementioned
gratuitous ARP reply messages. As pointed out in [6], any network element must
accept an ARP reply although not requested.

The workflow of this attack is executed as follows:

1. The attacker identifies the two communication sides (i.e., the two victims) that
will be compromised. It is among these two sides in which the attacker will be
logically situated to be capable of sniffing all their associated traffic.

2. The attacker forges an ARP reply message containing a fake MAC/IP correspon-
dence. The correspondence will take the attacker’s MAC address and the first
victim’s IP to build a fake match of MAC/IP addresses. This ARP reply message
should be sent to the second victim to poison its ARP table.

3. The second step is repeated, but in this case, the correspondence will take the
attacker’s MAC address and the second victim’s IP. This new forged ARP reply
should be sent to the first victim.

4. The first victim will send network packets to the legitimate IP address (i.e., the
second victim’s IP address), but the Ethernet frame will contain the attacker
MAC address so that the network frames will arrive at the malicious host.

5. The malicious host will inspect the data, driven by its purpose, and then will
forward the original packet to the legitimate host (i.e., the second victim).

6. The second victim will receive the packet as if nothing happened.

7. This attack works on both ways, so the second victim’s packets will also be
intercepted and forwarded by the attacker.

The attacker generally put itself in the middle of a victim host and the LAN’s
default router to intercept all of the communications of the victim, as shown in
Fig. 6.1.

Let’s consider the scenario in Fig. 6.2 to illustrate the workflow of the MITM
attack.



144 A. Vazquez-Ingelmo et al.

PC1 PC1’'s ARP Table

MAC P

=
- Attacker_MAC | Router_IP

Router's ARP Table

MAC IP
Attacker_MAC PC1_IP

v l
- Messages from the router to PC1

e Messages from PC1 to the router I % !

Attacker

Fig. 6.1 Effects of a MITM attack

INTERNET

R1

172.16.0.1

172.16.0.101 2 g 172.16.0.103

Victim-1

172.16.0.102

Fig. 6.2 Emulated network scenario for layer two attacks



6 Threats Behind Default Configurations of Network Devices: Wired Local. . . 145

5.0.102 172.16.0.
2e:ff:21 ¢ D 0806 42: arp

ff:21 0:50:79:6 0806 42 arp

ff:21 0:50:79:66:68:0 0806 42: arp

f:21 0:50:79:66:68:0 0806 42
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Fig. 6.4 Traffic through the victim and the switch link

At first, the attacker is unable to sniff Victim-1 traffic, due to the network
segmentation occasioned by the switch. By executing the ping command and
Wireshark on the different links, it is clear that messages generated by Victim-1
(and their responses) can only be sniffed through the link connecting the victim to
the switch.

The attacker executes the arpspoof command (Fig. 6.3), which sends gratuitous
ARP replies with a fake correspondence of IP/MAC addresses. In this case, the
attacker wants to make believe the victim that the host with the IP address 172.16.0.1
(i.e., the default router) has the MAC corresponding to the attacker.

While the attacking is executing, it is possible to see how the victim is receiving
several ARP reply messages with fake information (Fig. 6.4).

If the attack is executed in both ways (making believe the router that the victim’s
IP address corresponds with the attacker MAC address), the intruder could be able
to sniff all the communications between two devices.
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Fig. 6.6 Successful MITM attack; the messages are reaching both the victim and the router, but
the attacker is in the middle of the communication

Executing the initial ping in this situation shows that, effectively, traffic goes
from the victim to the attacker first. However, the ICMP messages never reach the
router, because the malicious host has not enabled IP forwarding, so it discards the
messages (Fig. 6.5).

To complete the attack, the malicious host needs to enable the IP forwarding
option to process the received messages and forward it to the original destination.
Also, it is necessary to disable the ICMP Redirect option, to avoid the intruder from
sending ICMP Redirect messages (which could make the attack very verbose due to
the continuous redirections).

By executing once again the ping from the victim to the router, it is clear to
observe the success of the attack (Fig. 6.6) due to the ARP tables’ poisoning: in
the router’s ARP table, the hardware address associated to the 172.16.0.102 address
(the victim) is the attacker’s MAC address (Fig. 6.7), and vice versa for the victim’s
ARP table (Fig. 6.8).
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Fig. 6.7 Router’s poisoned ARP table. The associated MAC address to the 172.16.0.102 IP
address is the attacker’s one

Fig. 6.8 Victim’s poisoned ARP table. The associated MAC address to the 172.16.0.1 IP address
is the attacker’s one

Port Stealing

Port stealing is another way of sniffing legitimate traffic not intended for the
malicious receiver. This attack also takes advantage of the ARP protocol behavior.
The workflow of the port stealing attack is as follows [38, 39]:

. The attacker identifies the victim’s MAC address.
. The attacker continually floods the network with forged network frames with the
victim’s MAC address as the source.
3. By continuously flooding the network with these messages, the switch will map
the victim’s MAC address to the port behind the attacker is connected.

4. The switch will forward the frames intended to the victim through the attacker’s
port (since the last message with the victim’s MAC address as the source came
from that port), being the intruder able to sniff the victim’s messages. In other
words, the attacker has “stolen” the victim’s port (Fig. 6.9).

N =

The previous scenario will be used to illustrate this attack. By using Ettercap, it
is possible to steal a switch’s port straightforward. Ettercap fakes the source of the
gratuitous ARP and puts the victims’ MAC addresses to force the switch to learn
that these addresses are behind the attacker port.

The effect of this attack is the same as in the previous scenario. The intruder is
now able to sniff the communications between the victims. In the CAM table of the
switch, it is possible to see how the different victims’ MAC addresses have been
mapped to the attacker’s port (Fig. 6.10).

Countermeasures

On the one hand, the security measures could be passive. Passive techniques
involve monitoring the network traffic and checking for MAC and IP addresses
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Fig. 6.9 Effects of the port stealing attack

Fig. 6.10 Switch’s poisoned CAM table; different MAC addresses have been mapped to the same
port (Gi0/3).

inconsistencies. The main drawback of this solution is the time lag when trying
to detect suspicious behaviors [40], as it could be too late once the attack has been
identified, and damage could be already done even if the danger has been mitigated.

Active techniques, on the other hand, involve some methods present in most man-
ageable switches (Cisco, Netgear, and Juniper, among others). The Dynamic ARP
Inspection (DAI) method is one of the most powerful and flexible functionalities of
manageable switches to offer protection against this kind of attacks.

A switch with the DAI feature enabled intercepts all ARP messages received
through untrusted ports and verifies that the MAC/IP correspondence is legit. To
validate these correspondences, the switch uses a DHCP snooping database in which
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Fig. 6.11 Switch’s DHCP snooping database

the MAC/IP addresses obtained via DHCP are stored (Fig. 6.11). It is also possible
to use ACLs to verify these correspondences, but DHCP snooping is recommended.

Once the ip dhcp snooping functionality has been set, it is necessary to mark as
“trusted” the port to which the legitimate DHCP server is connected.

After activating the DHCP snooping and ARP inspection features (marking all
ports as untrusted to ensure frame validation before forwarding them), the attacker
is not able anymore to perform ARP spoofing techniques to poison the devices’
ARP tables since the switch is rejecting any untrusted packet (i.e., any packet with
a MAC/IP correspondence not stored in the DHCP snooping binding database).

MAC Flooding Attacks

As explained before, ARP replies can be forged and sent gratuitously. This opens
up another attack vector focused on overflowing layer two devices. By continuously
flooding the network with fake ARP replies at a high rate, the CAM table of these
devices will always be full.

This attack could provoke two different behaviors on switches, depending on
the implementation. On the one hand, if the switch’s CAM table full, it could not
map any other MAC/IP correspondence, causing legitimate frames to be dropped.
The CAM table overflow then develops into a denial of service attack, preventing
authorized users to send their messages. On the other hand, another dangerous
behavior could be provoked on switches by the MAC flooding attack, as it can
be seen in Fig. 6.12, when a CAM table overflow is successful, the switch could
revert its mode to a broadcast mode, meaning that the switch will lose its network
segmenting benefits by behaving like a hub.

Let us consider the previous scenario. Through the macof tool, the attacker forges
random messages with random MAC addresses to overflow the switch’s CAM table.
A successful attack would populate this table until no more space is available.

The effect of this attack, as aforementioned, is that the switch will start acting
like a hub, forwarding every Ethernet frame through all its port and losing its
segmentation functionality.
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Fig. 6.12 Switch behaving like a hub when its CAM table has been overflown

Fig. 6.13 Security violation and automatic shutdown of the switch’s port

Countermeasures

The port security feature can be used as the countermeasure for MAC flooding
attacks. This feature enables the administrators to determine a limit of the number of
different MAC addresses allowed behind a port. It also lets the administrator select
the action to take under attack, being possible to even shutdown the origin of the
attack.

For example, by adding the shutdown policy on violation to the emulated switch,
the attacker is not able to continue sending messages, as the port has been shut down
(Fig. 6.13).

With the protect and restrict policies, the port is still up, but it does not accept
any packets from not trusted MAC addresses (i.e., MAC addresses found after the
violation error has been detected). This is achieved by configuring the first MAC
addresses found behind a port as STATIC (Fig. 6.14) and not accepting any message
through that port that does not come from that MAC address.

It is possible to observe how the attacker has automatically lost the connection
after trying to execute the attack (Fig. 6.15).
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Fig. 6.15 The attacker is not able to communicate after enabling the port security feature

By configuring port security, network administrators can be unburdened from
manually shutting down ports after anomalies are found.

4.2.2 Virtual Local Area Networks (VLANSs)

Virtual Local Area Networks are a useful manner of adding more segmentation to a
LAN by defining virtual networks on top of the physical infrastructure. Configuring
VLAN:Ss is seen as a good security practice since each VLAN will behave as an
individual LAN from a logical point of view. For example, an attacker in a particular
VLAN could not perform a MITM attack on hosts connected to a different VLAN.

However, there are some default settings that need to be addressed to avoid
vulnerabilities regarding this mechanism [41, 42].

Trunk Ports

Trunk ports allow savings regarding the ports used for switches’ interconnection.
By defining a trunk port, all of the configured VLANSs traffic will flow through a
single port. To identify which VLAN each data frame belongs to, switches rely on
the IEEE 802.1Q protocol [43].

However, there is a dangerous Cisco default setting regarding trunk ports that
could allow an intruder with access to a malicious switch to obtain a trunk port,
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Table 6.1 Link type regarding the working mode between two switches’ ports

Local/remote port mode Dynamic auto Dynamic desirable Trunk Access
Dynamic auto Access Trunk Trunk Access
Dynamic desirable Trunk Trunk Trunk Access
Trunk Trunk Trunk Trunk Limited
Access Access Access Limited Access

being capable of receiving all the traffic from all VLANS, and, therefore, bypassing
the VLAN security layer. The dynamic trunk protocol [44] allows switches to
negotiate trunk ports on between two switches automatically. To do so, the network
administrators can configure the working mode of a port with different values.
When a switch discovers another switch, based on these values, the negotiation can
change a port to a trunk port automatically. The correspondence of the working
mode values, as indicated in [45], can be consulted in Table 6.1.

The previous table illustrates the capability of an attacker with access to a local
switch to tune the working mode of its switch to automatically change the working
method of the remote switch port to operate as a trunk port.

Native VLAN

The native VLAN is the VLAN used for trunk ports, and it is the solution for
interconnecting switches that do not support the 802.1Q protocol with switches that
do support it. Therefore, the native VLAN does not need to be tagged with the
corresponding VLAN identifier.

Factory settings on some switches define the native VLAN as the VLAN 1, and
it is by default the VLAN which all the switch’s ports belong. This vulnerability
can be exploited by an attacker since it allows the execution of the double-tagging
attack [10].

The double-tagging attack is performed in four steps (Fig. 6.16):

1. The attacker identifies the VLAN to which the victim is connected.

2. An attacker connects to a switch through a port that belongs to the native VLAN
and sends a frame tagged with two VLAN identifiers: the native VLAN identifier
and the victim’s VLAN identifier.

3. The switch receives the frame and inspects the tags, stripping the native VLAN
tag. As the native VLAN frames do not need to be tagged, the switch forwards
the frame through its trunk ports now with only the second introduced tag by the
attacker.

4. The next switch that receives the frame inspects the tag and forwards it to the
corresponding VLAN, reaching a host that should not have been reached by the
attacker (since they did not belong to the same VLAN).
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Fig. 6.16 VLAN hopping through the double-tagging technique
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Fig. 6.17 A scenario with pre-configured VLANs and default settings

Using the scenario in Fig. 6.17, the attacker objective is to communicate with
hosts that are not on the same VLAN (which is at first, not possible).

Using Yersinia, the attacker sends DTP messages to the switch to negotiate
the working mode of the port (Fig. 6.18). Given the fact that the default mode
is “dynamic auto”, the attacker can obtain the trunk port by using a “dynamic
desirable” or “trunk” configuration (as seen in Table 6.1).

It is possible to observe by showing the status of the switch’s interfaces that the
attack has succeeded: The GiO/1 interface (which the attacker is connected to) is
now marked as a trunk link (Fig. 6.19).

The attacker now can forge Ethernet frames with the target VLAN identifier and
communicate with the victim (Fig. 6.20).
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Fig. 6.18 Using Yersinia to obtain a trunk

link with a switch

Fig. 6.19 Successful DTP attack
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Fig. 6.20 The victim is receiving message:

s from an attacker located in a different VLAN

On the other hand, since the attacker is connected to the VLAN 1, which is, by

default, the native VLAN used on tru
attack with Yersinia (Fig. 6.21).

nk ports, it could also perform a double tagging

The switch will strip the native VLAN tag and send the victim the forged
message, being the VLAN hopping successfully due to the switches’ default

settings.
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Fig. 6.21 Using Yersinia to send a double-tagged frame. The first frame will have the VLAN
identifier = 1, and the second tag the target VLAN (in this case, the VLAN with id = 10)

Countermeasures

In this case, the countermeasures are straightforward. It is possible to deactivate
the DTP protocol in all ports to mitigate the trunk port (i.e., configuring the
switchport nonegotiate policy). In case of needing to define these type of ports,
it is recommended to do it manually, constituting a less flexible but more secure
practice.

On the other hand, to prevent double-tagging attacks, the native VLAN should be
changed to a different VLAN not used to connect hosts. This action ensures that the
native VLAN is exclusively used for trunk ports, overriding the dangerous VLAN 1
default setting.

4.3 Network Layer

Network layer attacks are focused on layer three devices, especially routers (but
also hosts). Primarily, layer three attacks look for compromising routing tables to
spoof IP addresses. Routing tables are crucial resources within this layer; the routing
capabilities of layer-3 devices are supported by previously learned routes.

Some protocols at the network layer that support the Internet protocol (IP) could
be leveraged to compromise the security of a LAN. The Internet Control Message
Protocol (ICMP) is one of these protocols: it provides the capability to send error
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messages or operational information to monitor the communications [46]. ICMP
messages are useful, but in particular situations, messages like the ICMP Redirect
type, could be used to poison the devices’ routing tables with fake information.

However, at this level, there are also other vulnerabilities that can lead to denial
of service attacks if the routers’ default settings are not checked and modified
accordingly, and these vulnerabilities need equal attention.

4.3.1 Spoofing Attacks Based on ICMP

ICMP Redirect messages are useful to speed the process of finding the most efficient
route to a particular destination. If a network relies on two gateways and one of the
routers is the default gateway, any host will first send every message to this particular
router.

However, after inspecting the packet’s destination, the default gateway can
determine if that route is the shortest path to the target network. If that is not the
case, the default router will then send an ICMP Redirect message to inform the
sender that the best route to reach the destination is through the another LAN’s
gateway. The subsequent messages sent to the destination network will be routed
by the secondary gateway, as it will be more efficient. This behavior is achieved by
modifying the sender’s routing table through the ICMP Redirect message [47].

An attacker could forge ICMP Redirect messages to fake their content and make
believe a host that the default gateway has changed to perform a MITM attack (Fig.
6.22).

PC1’s routing table

PC1
Destination Gateway
Router_IP Attacker_IP
PC2
Switch

Internet

ey |CMP Redirect message

“The best way to reach the %
router is through the device with
Attacker_IP address"”

Attacker

Fig. 6.22 Performing a MITM attack through ICMP redirect messages.
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Fig. 6.23 Victim host’s routing table under normal circumstances

£ stanca

T

Fig. 6.24 Spoofed ICMP redirect messages forged by the attacker

Fig. 6.25 Poisoned routing table. The poisoned route to the gateway is highlighted within the
rectangle

This procedure will be described following the first scenario used in the layer 2
section (Fig. 6.2). At first, the victim’s routing table is legit, and the gateway for
default destinations is the legitimate router (Fig. 6.23).

The attacker forges an ICMP Redirect message to modify the victim’s routing
table. To do so, using icmpush [48, 49], the intruder announces that the best next
hop to reach the router is the attacker itself (Fig. 6.24).

If the victim is vulnerable (i.e., the acceptance of ICMP Redirect messages is
enabled), its routing table will be compromised. Indeed, the routing table (Fig. 6.25)
shows how the victim will now send first to the attacker (172.16.0.101) the messages
intended to the router (172.16.0.1).

The attacker could be able to sniff the victim’s traffic under these circumstances.
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Countermeasures

Some devices accept ICMP redirect messages by default, which, as it has been
observed, could lead to a MITM attack. The countermeasures for this attack are
trivial. Every device should be configured to reject any ICMP redirect message.

However, if the ICMP redirect functionality is required within a LAN, the devices
must only accept these messages from legitimate sources (i.e., the trusted LAN
gateways).

4.3.2 Flooding Attacks

As seen in other scenarios, no device is completely protected against denial of
service vulnerabilities. At this level, a very simple attack can compromise the
resources of a whole LAN: the smurf attack. This attack utilizes ICMP echo request
messages [50] and targets at big LANSs to overflow the victim’s system.

The smurf attack workflow is straightforward (Fig. 6.26):

1. The attacker forges an ICMP echo request message with the victim’s IP as the
source and the broadcast address of a big LAN as the destination.

2. If the destination LAN is vulnerable, every connected host will answer the echo
request sending an ICMP echo reply message to the victim’s IP address.

3. The victim will receive a vast quantity of messages that could overload the
system.

Victim PC1

il --_._._ B
o=

Internet

Router2

e ICMP Echo Request

Source: Victim IP address .
'}{ Destination: Victim network
broadcast address
Attaclier == == < ICMP Echo Reply

Fig. 6.26 Smurf attack
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The drawback of attempting to perform this attack is that nowadays is difficult to
find a big enough LAN with this vulnerability. Given the necessity of a big LAN, this
attack cannot be easily reproduced in a virtual environment, as it would consume a
lot of resources.

Countermeasures

By simply deactivating the directed broadcast feature, it is possible to deny the
application of this attack. This is currently the default behavior [51], but it is
important to check and understand the damages that can cause a misconfiguration
of this option.

4.4 Transport Layer

Transport layer attacks are more focused on exhaustion and denial of service of the
network devices. Among the protocols on this layer, the two most popular transport
protocols are located: TCP and UDP protocols.

TCP and UDP protocols provide an exploitable context to perform DoS attacks
[52]. As it has been previously pointed out, flooding a network is a simple but
effective manner to overload its systems and provoke catastrophic damage, so it is
necessary to understand the possible security measures that can be taken to prevent
DoS attacks.

4.4.1 UDP Flooding Attack

As its name suggests, the procedure for executing this attack is straightforward:
flooding a network with UDP packets directed to random ports at a high rate. By
performing this attack, the victim device must:

¢ Check if any application is listening through that port

e If that is not the case, the victim must build an ICMP destination unreachable
message and send it to the source of the UDP packet (which is probably a fake
IP address to avoid the attack turning against the intruder)

The network will then be flooded with the UDP packets and the ICMP messages,
besides the CPU burden provoked on the victim device that could make the system
freeze (Fig. 6.27).



160 A. Vazquez-Ingelmo et al.

Attacker PC1

2 -

> ?
=

p ?

» ?

Random UDP packets
ICMP destination unreachable

(port unreachable) messages

Fig. 6.27 UDP flooding attack

Fig. 6.28 Normal CPU load

s S o ®
Capture  Analyze Statistics Telephony Wireless Tools Help
m e % Qe EFET 86 Q0
2 Expression..  +
o Teme Source Destinabion Frotocol  Length infa ~

3991 176.0889902 172.16.08.183 172.16.0.1 Loe 60 2962 + @ Lensd
3992 176.091399 172.16. .16.9. 60 2963 « @ Len=@

@ Len=@

+ 0 Lens8
+ @ Len=@
67 + @ Len=0

@ Lens@
- 1 uoe 68 2970 + @ Len=@
4008 176.132827 7 b . 60 2971 + @ Len=0

A1 176147300 177 16 A 1AT 1721601 ine R

Fig. 6.29 Traffic capture between the router and the switch during the UDP flooding attack

To describe this attack, the previous scenario (Fig. 6.2) has been used. At first,
the router’s CPU (which will be the victim in this case) shows a normal CPU load
for the initial situation with no traffic (Fig. 6.28).
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Fig. 6.30 Effect of the flooding attack on the CPU load

Fig. 6.31 The configuration of a policy to limit the input packet rate

Through this practical scenario, the attacker is focused on compromise the
router’s functionalities by increasing its CPU load to its limit. With the hping3
tool, it is possible to perform a UDP flood attack. Once the attack has started,
the traffic captures show how the attack is working (Fig. 6.29): the router is
continuously sending ICMP destination unreachable messages to the attacker’s
defined destination (in this case, the machine with IP address 172.16.0.103) due
to the random ports specified in the malicious UDP messages.

It can be observed that the router’s CPU is overloaded by the show processes
command. This attack could lead to a DoS situation, forcing the router to drop
legitimate packets due to its high CPU utilization (Fig. 6.30).

Countermeasures

These attacks can be prevented by implementing a traffic policy to limit the rate [53]
of received UDP packets, to protect the devices from UDP flooding.

If the UDP traffic is limited to a 10000 bytes/s (the ideal value might vary
depending on the network infrastructure), the CPU of the router will no longer be
overloaded, as it discards any packet that violates the policy (Fig. 6.31).

In this case, it can be observed that, under the same attack, the router’s CPU has
less load than when the policy was not deployed, and does not reach the 100% of its
capacities (Fig. 6.32).
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Fig. 6.32 CPU load while the attack is executed after implementing the policy
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Fig. 6.33 TCP SYN flooding attack

4.4.2 TCP SYN Flooding Attack

The basis of this attack is similar to the previous flooding attacks, but in this case,
the attacker takes advantage of the TCP protocol workflow, especially of the TCP
SYN message.

By continually sending TCP SYN messages to the target device, but never
responding to the corresponding TCP SYN-ACK messages, the victim will be
setting aside the resources to establish the connections in vain (Fig. 6.33). The
attacker can monopolize all of the victim’s resources, being impossible for a
legitimate user to create an actual connection (i.e., denying the service of the victim).

To describe this attack, the same scenario as in the UDP flooding attack is used. In
this case, the victim is a host with a default Apache server deployed. If another host
tries to access the website, the default homepage is displayed without any trouble
(Fig. 6.34).
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Fig. 6.34 Accessing a web server under normal circumstances
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Fig. 6.35 TCP SYN flooding attack; TCP SYN messages are continuously being sent to the web
server

The attacker performs the TCP SYN flood attack through metasploit’s TCP
module. As it can be seen, the execution of the attack provokes several TCP traffic
(Fig. 6.35).

Under these circumstances, the server cannot accept any new connection due to
the consumption of its resources. If a host tries to reaccess the server, it will not be
able to establish the connection.

Countermeasures

There are different measures to prevent this attack. By configuring the TCP-intercept
feature, the gateway can determine if a connection is going to be established or if it
is a potential TCP SYN attack. With this functionality enabled, the routers manage
half-opened connections, preventing the servers from consuming resources until the
TCP ACK message is received by the router, forwarding it finally to the server when
the connection has proved to be legit. The router discards half-opened connections
that are not acknowledged within a defined time interval.

However, if the attacker is inside the LAN (as in the previous scenario), the
protection should be introduced in the server. A firewall could be configured, as
well as the SYN cookie protection [54].
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4.5 Application Layer

This final section will provide an overview of how low-level attacks could compro-
mise essential services such as the DHCP protocol. Other application layer services
could be compromised with malicious intentions, like the HTTP/HTTPS protocol
or the DNS protocol, but given their complexity and extension, attacks over these
protocols are out of the scope of this chapter.

4.5.1 Attacks on the DHCP Protocol

The Dynamic Host Configuration Protocol (DHCP) [55] allow hosts to automat-
ically configure their network parameters (such as a valid IP address, the default
router IP address, the DNS servers’ addresses, etc.) by following the client-server
model. The hosts will try to negotiate the parameters by discovering the configured
DHCEP servers on the LAN after exchanging a series of messages.

The dependency on this crucial service is also a target for attackers. The
denominated DHCP Starvation attack followed by the use of a rogue DHCP server
[56] could make the target hosts trust the information given from the malicious
server to become victims of MITM attacks, among others.

Attackers can exploit the DHCP as follows:

1. By flooding the network with several DHCP requests originated from spoofed
MAC addresses, an attacker could end with all of the available IP addresses.

2. If the previous step is successful, then any legitimate host would be able to obtain
an IP address (becoming a DoS attack at this stage).

3. The attacker is then able to use a malicious DHCP server configured to provide
harmful network parameters given its purpose.

For instance, if the attacker configures the default router DHCP parameter to aim
at a malicious host’s IP address, a MITM attack could be performed, since all the
messages that the victims’ would send outside the LAN would be processed by the
attacker first (Fig. 6.36).

Using the same scenario as in the layer 2 section (Fig. 6.2), the attacker can use
a tool like dhcpx to perform a DHCP starvation attack.

The tool is in charge of sending several DHCP request messages to lease all the
available IP addresses. The DHCP server will receive these requests and assign the
IP addresses accordingly until it runs out of available IP addresses (Fig. 6.37).

It is possible to see the effects of the attack by observing the DHCP binding table
(Fig. 6.38) on the victim DHCP server (in this case, the router). The table shows
several IP bindings with random MAC addresses forged by the attacker.

After executing this attack, a legitimate host is unable to obtain its network
parameters due to the several IP bindings on the server, provoking a DoS situation.
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Fig. 6.37 DHCP Starvation attack; several DHCP request messages flood the network to saturate
the DHCP service

Fig. 6.38 DHCP binding table of the victim server

If the starvation attack succeeded, the attacker now can develop a rogue DHCP
server on the network and provide forged network parameters (for instance, putting
itself as the default gateway to perform a MITM attack, as shown in Fig. 6.39).
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Fig. 6.39 The rogue DHCP server is offering malicious network parameters. The router IP address
corresponds to the attacker

Fig. 6.40 The configuration of port-security to mitigate DHCP starvation attacks

Countermeasures

The countermeasures for the presented DHCP attacks are similar to the ARP
spoofing ones. The reason is that the attacker needs to spoof MAC addresses to make
believe the DHCP server that there are several hosts asking for network parameters.
If port-security is configured to limit the different number MAC addresses behind a
port, the attack will be unsuccessful.

To prove this technique with an example, a limit of four MAC addresses is
established behind the attacker port (Fig. 6.40).

It is possible to check that, although the attacker is performing the attack, the
switch only allowed the first four DHCP requests, rejecting any new message from a
different MAC address. The DHCP binding table shows how only four IP addresses
have been leased (Fig. 6.41), as specified in the port-security policy.

The DHCP snooping technology also prevents devices attached to untrusted
ports to deploy rogue DHCP servers. By declaring as untrusted any port that is not
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Fig. 6.41 DHCP binding table under the DHCP starvation attack

connected to the legitimate DHCP server(s), the switches will not forward DHCP
offers coming from them. As can be observed, although the attacker is continuously
sending malicious DHCP offer messages, the victims are not receiving any of them
since the switch is intercepting them because they come from an untrusted port.

5 Discussion

The addressed network attacks focused on wired LAN vulnerabilities. These
attacks are considered one of the most effective manners of stealing information
or compromise communications. As it has been demonstrated, there are several
methods to exploit LAN vulnerabilities, being simple but powerful techniques.

LAN vulnerabilities can be easily exploited when network devices are not
correctly configured. It is important to rely on devices that are easy to deploy, but
their security settings cannot be overlooked in favor of instant functionality.

The link layer section is this chapter’s broadest section regarding vulnerabilities
and security issues. Link layer attacks exploit low-level vulnerabilities and allow
attackers to exploit this level’s weaknesses, providing the basis to execute more
advanced attacks. That is why link layer protection is crucial, and it is essential to
know how default settings can compromise this vital layer in the protocol’s stack.

The attacks based on the ARP protocol, for example, can poison the ARP
tables of the devices to make them believe fake MAC/IP addresses correspondences
to perform MITM attacks and steal confidential information subsequently. By
configuring measures such as Dynamic ARP Inspection on layer-2 devices, these
are the ones in charge of shutting down these type of attacks, unburdening higher
layer devices (like legitimate hosts) of this responsibility.

Flooding attacks are present almost at every layer. These attacks, focused on
provoking a denial of services, are difficult to prevent without limiting some of
the network capabilities (as seen in the UDP flooding countermeasures, where it is
necessary to establish a traffic limit rate to avoid the DoS attack). Packet filtering
also can mess with network performance by having to examine every packet before
actually processing it.
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At the application level, the DHCP starvation and rogue techniques have been
addressed. There are more vulnerable applications at this level, but DHCP is an
essential network service. If compromised, the hosts could be left offline until the
service is restored since they have not a valid IP address configured. As already
presented before, an attacker could take advantage of this situation and perform
DoS attacks or introduce a fake DHCP server to spoof the network information.

Through the scenarios, it has been possible to notice that the selected network
attacks are focused on intercepting communications (e.g., by performing MITM
attacks through several techniques) or denying them (DoS attacks). Nowadays,
information is an essential asset for companies, institutions and, of course, for
regular users. Passwords, files, personal data, etc., are the intruders’ awards
when an attack is successful. For this reason, attackers look for compromising
communications by spoofing legitimate addresses, poisoning the devices’ network
information and so on.

The countermeasures described throughout this chapter help to prevent these
attacks by configuring the network devices adequately. However, security mea-
sures come with a cost. Not every countermeasure fit the established network
requirements. As seen in the previous scenarios, some of these configurations
could lead to lack of flexibility in the network infrastructure, for example, by
configuring static IPPAMAC addresses correspondence. That is why it is necessary
to configure these measures regarding the required security level. Some network
infrastructures are less concerned about flexibility and performance, and need more
robust security barriers and vice versa. It is crucial to understand the managed
network infrastructure and its purpose before start configuring the devices.

By presenting these vulnerabilities through practical scenarios, it has been
possible to have a broad and realistic view of the consequences that these attacks
can have. In this chapter, the selected scenarios have used Cisco devices. Some of
these devices count on specific functionalities. However, it is easy to extrapolate
the content of the scenarios to other networking operating systems. It is the
responsibility of the network administrators to know their specific infrastructure
and to be aware of the factory settings of their particular devices to act accordingly.

The described attacks are only a small set of the potential vulnerabilities on a
wired LAN. Having a general understanding of network vulnerabilities and being
informed continuously about new attack vectors are essential tasks to keep a network
infrastructure safe.

6 Conclusions

A set of network attacks have been presented through virtualized and scenarios
with the GNS3 emulation software. Knowing and understanding how attackers
take advantage of vulnerabilities of the network infrastructure is essential for any
network administrator, but also for an end-user to prevent compromised actions. By
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using network emulators, administrators can replicate attacks putting themselves in
the attacker role, providing them a powerful tool to simulate security policies before
they are established.

This chapter has addressed the most popular and dangerous network attacks
organized by following the OSI model structure. However, overall device config-
urations have also been explained since these elements usually have fragile security
settings when delivered from manufacturers, such as the lack of protection of the
administrative access.

On the link layer section, some techniques to compromise switches and their
protocols have been described. Flooding attacks aim at overflowing the switches’
CAM tables and spoofing attacks aim at “stealing” MAC addresses of other
legitimate hosts. The link layer level counts on features like VLANS, but a proper
configuration is needed to avoid unwanted vulnerabilities to be exploited, such as
the management of trunk ports or double-tagging attacks.

On the network layer section spoofing and flooding, attacks have also been
addressed, being the target at this level the routing tables of the devices. Attackers
take advantage of layer three protocols such as ICMP to poison these tables with
fake or malicious routes.

On the transport layer, the main focus is put in exhausting the devices’ resources
to provoke a denial of service. In this case, the TCP and UDP workflows are
exploited to increase the CPU usage until reaching the devices’ limit, provoking
system crashes.

Finally, DHCP protocol vulnerabilities have been presented at the application
layer section. Attacks at this level seek to compromise high-level services like
DHCEP to perform MITM attacks or sniff the victims’ traffic.

The emulation environment (GNS3) has provided a safe and useful context to
perform and understand the previous attacks and vulnerabilities freely, as well as to
show how these attacks can be prevented or mitigated through the configuration of
proper parameters on the network devices’ settings.

Future work lines would involve the completion of this chapter with more content
at different levels (attacks on the spanning tree protocol, routing protocols’ vulner-
abilities, attacks on the IPv6 protocol, TCP session hijacking, DNS vulnerabilities,
firewall configurations, etc.) and new scenarios to understand the new concepts.
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Chapter 7 ®
Security and Privacy Issues in Wireless Qe
Sensor and Body Area Networks

Moumita Roy, Chandreyee Chowdhury, and Nauman Aslam

Abstract Advancements in wireless communication and availability of miniatur-
ized, battery powered micro electronics devices have revolutionized the trend of
computation and communication activities to the generation of smart computing
where spatially distributed autonomous devices with sensors forming wireless
sensor network (WSN) are utilized to measure physical or environmental conditions.
WSNs have emerged as one of the most interesting areas of research due to its
diverse application areas such as healthcare, utilities, remote monitoring, smart
cities, and smart home which not only perform effective monitoring but also
improve quality of living. Even the sensor nodes can be strategically placed in,
on, or around human body to measure vital physiological parameters as well. Such
sensor network which is formed over human body is termed as wireless body area
network (WBAN) which could be beneficial for numerous applications such as
eldercare, detection of chronic diseases, sports, and military. Hence, both network
applications deal with sensitive data which requires utmost security and privacy.
Thus, the security and privacy issues and challenges related to WSN and WBAN
along with the defense measures in place should be studied in detail which not
only is beneficial for effective application but also will motivate the researcher to
find their own path for exercising better protection/defense. Accordingly, in this
chapter a brief overview of both networks is presented along with their inherent
characteristics, and the need for security and privacy in either networks is illustrated
as well. Besides, study has been made regarding potential threats to security and
privacy in both networks and existing measures to handle these issues. Finally the
open research challenges are identified to draw the attention of the researcher to
investigate further in this field.
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1 Introduction

Developments and technological advancements in wireless communication have ini-
tiated the era of smart computing. Rather than super-computing devices, lightweight
battery driven consumer electronic devices with sensing and communication capa-
bilities have become affordable today. These devices can be deployed to monitor and
control a wide range of phenomena including remote events to daily life activities.
These devices are commonly known as sensors that can be deployed spatially
over the region where the activities need to be monitored. For example, if the
temperature of a power plant needs to be monitored, sensors are to be strategically
placed at various locations of the power plant. These distributed autonomous sensors
form a wireless sensor network (WSN) [11, 41] where the nodes cooperate among
themselves to report their sensed readings to a remote station. Thus, if any sensor
node reports a high/low temperature value, users sitting at a remote place may get an
alert and may take measures accordingly. In this way, the sensor nodes are utilized
to measure physical or environmental conditions such as monitoring forest fire, wild
habitats, earthquakes, or even health of bridges.

On the other hand, the advent of small bio-sensors that can either be worn
as watches or bracelets or be implanted such as a pacemaker, the concept of
wireless body area network (WBAN) [35, 43] is seeded. Such networks can measure
body vitals at regular intervals while maintaining the convenience of the user. The
users may carry out their daily activities and enjoy the comfort of staying at their
homes while these sensors collect their body vitals and report to a medical center.
Hence, WBAN can be viewed as a variant of WSN where the network is deployed
in/on or around human body. Though sensing and communication are the two key
elements for both these networks and hence they share many similarities, there are
some significant differences too. Most importantly, in most of these cases, such
networks lose their significance if security and privacy issues are not diligently
handled. Consequently, this chapter first provides an overview of both WSN and
WBAN followed by a brief discussion on the privacy and security issues in Sect. 3
through 5. Existing solutions to these issues and associated deployment hurdles are
also presented in the subsequent section (Sect. 6). Potential applications of WSN
and WBAN and their security and privacy requirements are also discussed in Sect. 7.
This is followed by a discussion of the pertinent research issues. Finally, the chapter
concludes in Sect. 9.

2 Overview of Wireless Sensor and Body Area Networks

WSNs have emerged as one of the most interesting areas of research due to
its diverse application domains such as healthcare, utilities, remote monitoring,
smart cities, and smart home which not only perform effective monitoring but
also improve quality of living [35]. WSN is a collection of small sensor nodes
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that are deployed over a region where a physical phenomenon is to be detected,
monitored, or tracked. The sensors could be deployed over a controlled environment
where monitoring or surveillance is critical or in an uncontrolled environment where
security for sensor networks is utmost important [61]. Each sensor node consists of
four subsystems, namely power supply, sensing, processing, and communication
subsystem [6, 35]. Additionally, a sensor node may also have actuators, positioning
modules, etc. The sensor nodes are often referred to as “motes” where low power
and high frequency transceivers are implemented on chips and digital circuits tend
to shrink and be fabricated densely [6]. The nodes sense data and send it to a base
station (also called sink) via other nodes.

Vast literature could be found on WSN routing [36, 52], that is, how a sensor node
finds suitable path to send a packet to sink. Works can also be found on clustering
nodes in WSN [4, 31], energy harvesting [48, 58], and MAC layer communication
issues [18, 51]. Few WSN deployments are also reported recently [20, 56].

Now-a-days, smartphones present an interesting combination of sensing, com-
putation, and communication facilities. Additionally, its wide availability and usage
make it a viable device for novel application development. These phones can
connect through Bluetooth to the bio-sensor nodes to collect body vitals from them
and may send the information to a remote server through the Internet. Even the
accelerometer sensor of smartphone can itself act as a wearable body sensor to
collect data about user’s postures to detect activities including fall. Thus, WSN is
no longer a way of monitoring remote applications only. The miniaturized, ultra-
low power bio-sensor nodes, and wide availability of smartphones paved the way
for wireless body area networks (WBAN), a variant of WSN that is increasingly
getting importance for smart healthcare. WBAN has immense potential to be
used in not only medical internet of things (IoT) applications but also for sports,
entertainment, and smart home. Even with availability of the bio-sensor nodes, a
patient need not visit a medical facility for checkup when symptoms appear, but
can opt for proactive medical supervision. WBAN enables a person to be under
constant medical supervision at free-living conditions even residing at home [9].
This is a convenient and important option for effective treatment of chronic diseases
and eldercare today.

2.1 Network Architecture

WBAN has evolved as an application area of WSN over human body and thus
the basic architecture of both networks is quite similar as well. The sensor
networks communication architecture [49] is shown in Fig.7.1. The sensor nodes
are generally scattered over the region where some phenomena are to be reported.
Each of these scattered sensor nodes has the capabilities to collect data and route
the data to the sink as well as the end users. Data can be routed to the end user by a
multi-hop infrastructureless architecture through the sink via Internet or satellite as
shown in Fig. 7.1.
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Fig. 7.2 Three tier architecture of WBAN

Similarly, the health monitoring system which can be regarded as an application
of WSN is based on three tier architecture [42] as shown in Fig. 7.2. Tier 1 focuses
on network formation among bio-sensor nodes together with a network coordinator
or the sink (which could be a smart handheld such as smartphone) where the
sensor nodes collect health parameters and communicate to the sink; tier 2 includes
wireless technologies such as WLAN or GPRS so that the sink of tier 1 could
communicate the health data to the remote medical server located at tier 3 to be
analyzed by medical professionals.

Both networks comprise of battery-powered devices thus subject to bounded
lifetime. Lifetime could be measured in days, months, or even years. For instance,
in case of implanted nodes in WBAN such as pacemakers require at least 5 years
of lifetime [43]. Besides, the storage capacity of each node in both networks is
limited and the nodes having low computational capabilities [3]. Hence, complex
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computational approach to address different issues in both networks such as routing
[34, 43], reliability analysis [11], and security [39, 44] is usually avoided. However,
there are few dissimilarities between these resource constraint networks (i.e., WSN
and WBAN) as well. The comparative study [3] between WSN and WBAN is listed
in Table 7.1. The sensors exploited in WSN are generally multi-function devices
which are designed to be applied in large range network. Besides, the nodes in WSN
are subject to movements that result from environmental influences (such as wind
or water) or the sensors may be attracted to or carried by mobile entities, or this
may be a desired property of the system [41]. The cost sensitive network formation
ensures reliability using redundant devices to collect data at the desired location.
For example, sensor networks exploited in military application are based on the
dense deployment of disposable and low-cost sensor nodes such that destruction
of some nodes by hostile actions does not affect the overall throughput [2]. The
nodes are deployed following random distribution and point to point communication
between nodes take place in WSN. Unlike WSN, the nodes in WBAN are usually
single function devices designed to be applied in small range of network (i.e., in,
on, or around human body). The nodes in WBAN are placed over human body at
specified locations and thus the relative node movements subject to posture change.
In addition, the electro-magnetic radiation results due to communication between
bio-sensor devices are absorbed by human tissue which is measured in terms of
specific absorption rate (SAR) [35]. Several health hazards [35] may take place if
regulatory limit of SAR [9] is violated. However, both networks deal with sensitive
information depending on their use particularly when it is directly related to human
subjects (i.e., in case of WBAN). Hence, both networks require security component
to prevent misuse of the technology, although the security aspects could be distinct
according to the applicability.

2.2 Performance Metric

System performance of both WSN and WBAN can be measured from different
aspects as shown in Fig.7.3. Applications of both networks have environmental,
economic, and social impact on the measurable output [26]. When the focus is on to
build a network of resource constraint nodes in order to monitor the environment,
the expected outcome is evaluated in terms of energy efficiency and network lifetime
such that the resource utilization gets maximized. However, when the feasibility
of the system is analyzed in related to economic perspective, the performance of
the system is assessed with respect to cost saving operation and maintenance such
as overhead cost, reliability, and mean time to failure (MTTF). While considering
the social aspect of the applications of WSN as well as WBAN, the goal of these
technologies is to improve quality of living. Thus, acceptability of such systems
is related to user satisfaction and cost-benefit analysis. However, the performance
of each individual perspective when combined with other gives the system a new
dimension. For instance, the social impact of the system together with economic
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Table 7.1 Comparison between WSN and WBAN

Features
Similarities
Limited resources

Differences
Sensor/actuator

Dependability

Network

Traffic

Channel

WSN

Subject to limited energy (in
terms of limited battery
power) and storage capacity
and low computational
capabilities

Multifunction device
Rare or slow movement

Designed to be applied in
large range network

Lifetime is measured in
months generally less than
10 years

Cost sensitive

Redundancy-based reliability

Expected QoS
Security is important

Large-scale hierarchical
network

Redundancy in device

Usually random node
distribution

Burst (dominant) or
periodical

Uni-directional or
bi-directional traffic
M:1 or point to point
communication

ISM band is utilized

Obstacle is unknown

M. Roy et al.

WBAN

Subject to limited energy (in
terms of limited battery
power) and storage capacity
and low computational
capabilities

Single function device
Fast relative movement

Designed to be applied in
small range network
Lifetime is measured in days;
however, in case of
implanted sensor it could be
less than 10 years

Safety is must (i.e., low
SAR) and quality is
important

Reliability is prime
requirement

Guaranteed QoS

Security is must

Small-scale network usually
follows star topology
although multi-hop topology
is sometimes preferred to
restrict energy consumption
Redundancy in device is
avoided

Usually nodes are placed at
specified locations in, on, or
around human body
Periodical (dominant) or
burst

Uni-directional traffic from
sensor to sink

Generally M:1
communication

Specific medical channel,
ISM band

Obstacle is mainly body
surface or through body
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Fig. 7.3 The notion of measuring system performance for both WSN and WBAN

outcome makes the system equitable whereas performance measured in economic
and environment point of view makes the system viable. Nevertheless, when all
three notions of measuring system performance are integrated sustainable system is
obtained.

3 Security Threats in WSN and WBAN

Security is prime concern to any system for effective functioning particularly when
it involves wireless technologies. Security is a concept similar to the safety of the
system as a whole [3, 32, 45]. Both WSN and WBAN are prone to inherent security
challenges that are associated with wireless communications. The basic security
requirements [8, 28, 53, 59] related to both networks (illustrated in Fig.7.4) are as
follows.

— Availability: This ensures the desired network services are available at right time
even in the presence of denial of service attack [59].

— Data authentication: This ensures the communication from one node to another
is genuine and an adversary cannot masquerade as trusted node.

— Data confidentiality: This ensures the given message should only get understood
by the intended recipient.
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Fig. 7.4 Security requirements in WSN and WBAN

— Data integrity: This ensures the message sent by the sender must not get
modified on the way before reaching at the receiver.

— Data freshness: This ensures that the data is recent and an adversary cannot
replay an old message.

— Secure localization: Sensor network applications often exploit geographical
information of nodes. This security requirement ensures the location information
of nodes should not get revealed to the attacker.

— Flexibility: This ensures that the network will be used in different scenarios
where environmental circumstances, hazards, and mission may change fre-
quently.

— Robustness: This ensures that the network should be robust across various
security attacks. However, if any attack takes place, its impact should be less.

— Time synchronization: Most sensor network applications rely on some form of
time synchronization. For instance, a sensor node’s radio may often be turned off
for some duration to preserve energy resource.



7 Security and Privacy Issues in Wireless Sensor and Body Area Networks 181

Security
threats
|
r T 1
Based on Based on Based on the
target the nature position of the
g of harm attacker
! -1 — . | -
Threats on ; :
system security Threats on Pariswke ACl'vi Internil Exter n:l
information attac attac attac attac
security
Laptop

Mote class
class

Fig. 7.5 Categorization of security threats in WSN and WBAN

— Self organization: WSNs are also ad-hoc networks having flexibility and
extensible properties. In WSN, every sensor node is independent and flexible
enough to be self-organizing and self-healing according to the situations.

The broadcast nature of wireless communication together with unguided trans-
mission medium brings with it a host of security threats in both networks. The
potential threats in both networks are categorized in different ways as shown in
Fig.7.5. First categorization is made based on the target where the adversary
attempts to do harm and accordingly imposes threats on system security or
information security [3]. Denial of service, impersonations are examples of attacks
on system security whereas data modification, eavesdropping, and replaying are
examples of attacks on information security. Denial of service (DoS) [28, 47] is
a type of attack where the attacker attempts to prevent the legitimate nodes in the
network to get service. When an adversary eavesdrops identity information of a
trusted node and uses this information to cheat other nodes in the network, the
attack is called impersonation [3, 28]. In data modification attack [3, 28] the attacker
can delete or replace part or all of eavesdropped information and the modified
information is sent back to original receiver to accomplish some illegal purpose.
However, in eavesdropping [3] any opponent can intercept radio communications
between the wireless nodes freely and easily (due to open nature of wireless
medium) to steal data for malicious acts. The attacker can even resend a piece
of valid information (obtained through eavesdropping) to original receiver after a
while to achieve same purpose in different case. This form of attack is termed
as replay attack [3, 28]. However, the threats on system security could be further
classified as mote class attack and laptop class attack [59]. In mote class attack [59]
an adversary launches attack on WSN exploiting few nodes with similar capabilities
to the network nodes whereas in laptop class attack [59] makes use of more powerful
devices such as laptop to attack a WSN. Nevertheless, system threats could be
further classified based on the intensity of the harm, i.e., passive attack and active
attack [3, 59]. Active attacks are more harmful as compared to passive counter
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Fig. 7.6 Layer-wise security threats in WBAN

parts. For instance, eavesdropping or monitoring packet exchanges in WSN by a
malicious node are examples of passive attack whereas active attacks involve some
modifications of data as well as injection of false data. Besides, the system threats
could be categorized based on the position of the adversary, i.e., internal attack
and external attack [59]. External attack belongs to a node which is not part of the
WSN but internal attack takes place when a legitimate node exhibits unintended
or unauthorized behavior. Few attacks are occurred at different layers as well thus
require to be handled differently at each layer. For instance, DoS attacks in WSN
could take place in physical layer in the form of jamming or tampering, at link
layer in terms of collision, exhaustion, or unfairness, at network layer it could be
neglect and greed, homing, misdirection, black holes and in transport layer this
attack could be performed by malicious flooding and desynchronization [37]. Layer-
wise security attacks are listed in Fig. 7.6.

Physical Layer Physical layer of WSN as well as WBAN is responsible for
frequency selection, carrier frequency generation, signal detection, modulation, and
data encryption [59]. Here, vulnerabilities could occur in the following form.

— Jamming [59]: This type of attack interferes the radio frequencies used by the
nodes in the network. A jamming source could disrupt the entire network or
smaller portion of the network.
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Tampering [59]: In this type of attack, an attacker can extract sensitive informa-
tion such as cryptographic keys or other data from the victim node if it get access
to that node.

Data Link Layer Data link layer of WSN as well as WBAN is responsible for
multiplexing of data streams, data frame detection, medium access, and error control
[59]. Here, vulnerabilities could occur in the following form. This layer ensures
reliable point to point or point to multi-point connections. Here, potential security
threats take place in the following manner.

Collision [59]: Collision occurs when two or more nodes attempt to transmit on
the same frequency at the same time.

Unfairness [59]: Unfairness can be regarded as a weak form of DoS attack
where the adversary creates unfairness in the network by exploiting collision
and exhaustion attacks.

Exhaustion [59]: Repeated collision could be exploited by the attacker to create
resource exhaustion.

Network Layer Network layer of WSN as well as WBAN is responsible for
routing data from source to destination [8, 59]. Here, vulnerabilities could occur
in the following form.

Neglect and greed [53]: This attack occurs when a packet travels in between
nodes from sender to destination. The malicious node can force multi-hopping in
the network either by splashing some packets or by misdirecting towards wrong
a node. Hence, this attack disturbs the network activities of the adjoining nodes.
Homing [8]: In this type of attack search is carried out in the ongoing data traffic
to identify the cluster head or key manager that have the capability to terminate
the entire network.

Misdirection [8]: In this attack, the attacker misdirects data traffic.

Hello flood attack [8]: In this type of attack, a single malicious node sends a
useless message which is then replayed by the attacker to generate high traffic
thus the channel gets congested.

Selective forwarding [8]: In this type of attack a compromised node only sends
data to the selected few nodes instead of all the nodes. This selected recipients
list is made according to the interests of the attacker to achieve his malicious
objective.

Sybil attack [8]: Here, the attacker replicates a single node and represents it with
multiple identities to the other nodes in the network.

Wormbhole attack [8]: This attack causes relocation of data packets through
tunneling over a link of low latency.

Black hole [53]: This attack is also referred to as sink holes that launches
the attack through building a covenant node seems to be very attractive (i.e.,
it promotes zero-cost routes to neighboring nodes with respect to the routing
algorithm). Accordingly, this causes maximum traffic to flow towards these fake
nodes. Thus, nodes adjoining to these malicious nodes collide for immense
bandwidth leading to resource contention and message destruction.
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— Acknowledgement flooding [8]: In this attack, a malicious node spoofs the
acknowledgements to provide false information to the destined neighboring
nodes.

Transport Layer Transport layer of WSN as well as WBAN is responsible
for managing end to end connections [59]. Here, the vulnerabilities could be as
follows.

— Flooding [59]: In this type of attack, an attacker repeatedly makes new connec-
tion requests until the resources required by each connection are exhausted or
reach a maximum limit and thus in either case further legitimate requests get
ignored.

— Desynchronization [59]: Desynchronization causes disruption of an existing
connection where an attacker may degrade or even prevent the ability of the end
hosts to successfully exchange data. Consequently, the energy is wasted instead
by attempting in order to recover from errors which never really existed.

Application Layer Application layer of WSN as well as WBAN carries out the
responsibility of traffic management. Besides, this layer also acts as the provider of
software for different applications that translates data into a comprehensible form
or helps in collection of information by sending queries [8]. Here the following
vulnerabilities could take place.

— Path-based DoS attack [8]: In this type of attack an attacker creates a huge
traffic in the route towards base station.

— Overwhelming sensors [53]: In this attack an attacker attempts to overwhelm
network nodes with sensor stimuli that causes the network to forward large
volumes of traffic to a base station. Hence, network bandwidth is consumed
in this attack and node energy is drained. However, it is effective only when
particular sensor readings (for example, motion detection or heat signatures)
trigger communications instead when sensor readings are sent at fixed intervals.

— Deluge (reprogramming) attack [53]: Protocols such as TinyOS’s Deluge
network-programming system enable remotely reprogram nodes in deployed
networks. Most of these systems, including Deluge, are designed to be used in a
trustworthy environment. If the reprogramming process isn’t secure, an intruder
can hijack this process and take control of large portions of a network.

4 Similarities and Differences Between WSN and WBAN
with Respect to Security Issues

WSN and WBAN applications deal with sensitive data and thus security is prime
requirement in both networks to protect the system from getting misused by the
adversary having malicious intention. The network activities take place through
wireless medium in both cases. Hence, both WSNs and WBANSs are prone to
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security threats related to shared broadcast medium [3]. In addition, the lightweight
security measures having low computation and communication overhead are desir-
able to enhance security in the resource constraint networks like WSN and WBAN.
However, there are some key differences between these two networks as illustrated
earlier (in Sect.2) and therefore the security techniques designed for WSN may
not be applied to build up security in WBAN applications. Since WSN is a large
network deployed over large region as compared to WBAN, the sensor nodes in
WSN may easily got tampered by the adversary. In addition, clustering could be an
overhead for WBAN and thus unlike WSN cluster-based security solutions cannot
be applied to WBAN. Moreover, security solutions designed for WBAN must not
violate the regulatory limit of SAR. Most importantly, WBAN involves human
subjects thus security is utmost important otherwise it could be misused by a person
with detrimental objectives and even it could be life threatening as well.

5 Privacy Issues of WSN and WBAN

Privacy is a key issue to be handled in any system that deals with sensitive
information. Privacy is concerned about who can access the information [3]. Privacy
issues may arise due to many reasons such as personal belief, social and cultural
environment, and other general public/private causes citeal2012security. Both WSN
and WBAN deal with sensitive information related to physical phenomena or
human health, hence privacy is a prime aspect that regulates the acceptability of
such system by the people. Health related data are always private in nature and
hence sending data out from a patient through wireless media in case of WBAN
applications imposes serious threats to privacy of an individual [3]. Even it could
be life threatening for an individual if this information is misused by people with
harmful intentions. Some of the major aspects to be addressed before deployment of
WBAN applications in order to guarantee privacy are where the health data should
be stored, who can view the patient’s medical record, who will be responsible for
maintaining these data in case any emergency arises, and so on. Most importantly,
it is to be taken into account that whether the data are obtained with the consent of
the person or without it due to the requirement by the system so that the misuse of
this private information could be prevented.

The privacy measures [3] must include the following before widespread deploy-
ment of the WBAN applications.

— All communications over wireless networks and Internet are required to be
encrypted so that these do not give any meaningful information other than the
intended recipients.

— It is also essential that individual user should not be identified unless there is a
need.

— Another important measure is to create awareness among general public regard-
ing technology along with security and privacy issues and their implications in
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order to make balanced judgments concerning the extent to which it may have a
negative impact on their own standards of privacy.

6 Existing Security and Privacy Solutions for WSN and
WBAN

There are many security mechanisms designed primarily to be applied in generic
WSN. However, very few of them could be applied readily to WBAN as well with
low power computation [25].

6.1 IEEE 802.11 Security Solutions

The IEEE 802.1X standard defines the standard for port-based network access
control to provide compatible authentication and authorization mechanisms for
devices interconnected by various 802 LANs [10]. The standard could also be
used to distribute security keys for 802.11 wireless LANs (WLANs) [19] that
enables public key authentication and encryption between access points (APs) and
mobile nodes (MNs). WLAN [19] defines two types of authentication mechanisms
which are open system authentication and shared system authentication. In 802.1X,
the port denotes the association between MN and AP. The 802.1X authentication
system consists of three main components which are supplicant, authenticator,
and authentication server (AS) [10]. A supplicant is usually an MN which is
requesting WLAN access whereas an authenticator represents the network access
server (NAS). In 802.11 AP serves as NAS. A RADIUS server is commonly
exploited as the authentication server, although other types of AAA servers such
as diameter could also act as the authentication server. The authenticat